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Jh 210 =2 AAAZ QIS0I0 2t §=2 /A= E2CRE =Y =
U= BEF=HHUH (composite estimation method)Q| IS

Lh B2 gZilt) E=HIBS EMXIE ol LiEt =TS0 F22R10)
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1 H2IE=0 QJAO0E &iCL 0 2HE AISSOZM SRAIHIESKmonth
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Va?’(d} = VCZV(X;) + VQT(X f—l) _ZCOU(X[, Xr_])

HBREUNESEE F=20 fHEZhaxR0] AU F7KE2H0 Al a3 D) Hi

& gl JoiB= 2Cou( X, X,- )= &0 a2 2 TiH P2 2
01 228t ELL BE22:0 aEA 2 420= HEE BA(Ratio
Estimates Method) 2tz S&F&YAM(Composite Estimates Method)E
AMEg U 2 S8 Y2 = RUliiref. The Effects of Rotation

Group Bias on Estimates from Panel Survey)

=]

OVIM. el BEEUHEESZ AASID QU= 0120 CPS(Current Population
Survey)Q| BEAN0 22 SSIAIL ESMAUE S5 24=20 EENH &
22 H|Wd| =il

2. 0I=29| CPS EEMH

CPS(Current Population Survey)= =SS0 &5t ZHXE HAEH) KIGIM
Bureau of the CensusOiA OI8® &2AIBl= JIREE TAIZAL D228 OIE 4=
Sitm(AEE R MY nKSs JEDH, 2O S0 Uist AAHY =32 M

=oiElt.

1} CPS EE
CPS= SMC B2AC0l A2EE0 BXER0o2 2NN QICH

» M=H=(National Sample) : 46149 1X Z=ZFHQIQl PSU(Primary
Sampling Units)Z2 0IR0N QUSH. PSU= 92309 Z(County)Bt Al
(City)2 AT AT 758 &=2 BEL2 g < 5380004 22
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STAZII] ol MELZ 1400002 HEHEO NEEA=0. 7622
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2) CPSS| A

CPS8| JI2Z2 19308 HN=&V12t & AEN s ARV [t B

2 2HZ Y ASXICl 48 et ol ARSIUCL H20= RAEE0
= FEFE JIHE O o2 TG WMol 2A0RIOLL 19530 T2E 4-8-4
Rotation Sampling SystemZ AMESIQCE CPS2 SAIN CHol AEED <&

3.0 20k
<H 31> CPSQl A}

' o Ly = Hi |
1937 L2k SEASE AN The Bnumerative Check CensusOIN Al
1942, 8 |AI2X ZAHSample Survey of Unemployment) ‘
1943. 10 [F2MAG3PSU, 125059 Al - The Bureau of the Census(iA| 2A|
1945 [|68PSU,  25000BEJ2
1953. 7 |4-8-4 Rotation System Method AA| |- Bl 82
1954, 2 [230PSU :
11956. 5 [330PSU,  40000HE7}2 + Alaska, Hawaiiss)t
1960. 1 1333PSU - 3273} 52
1963. 3 |357PSU - (IANEJIZ Qi) 50% EE+Z))
1967. 1 [449PSU,  60,000HEN
71, 12~ |461PSU,  S8000EEI}D 704 CENSLUSS HEOZ 0R1A9)

73, 3|8 ¢ PSUx= S0l g BEIIFe= 4401 2I= 20060 T2 248

GOl ZARO VE UM 42 20 20 0 &

f X0l I=2 KiZst) -
1975. 9 |SEEE(PSU 16500 140002017 G2
1976. 8 |SEEEPSU 1560 1L,000BE1D) 42
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1} SAIS BEELAS S5
0 ENE S|4
@ Cpsz= &ZEE0ILL & E20M Mo ZASAHSurvey Emon O

of (=20l 80| Jisollh
8

@ HE2 2 &0 At =2 M0 S FAXNE MAED| 2
HACHON, 8y & HIE SloIM 28101 A0t EE §I

HOZ (|

@ CPSO Q6N MMElE SARR 0129 =2 EAMXI0INH SEIAE
ZBM  AlZ(the civilian noninstitution population)2 I‘]IQIQP 8=
AGE ZEEIL

@ BE0| &80z 2ATEE H2AHES MESICL

Lb FEa
CPSEEANS UG Z3E=O2 A-MNQ C-8AZ2 2= SHO
SN0l HRELOR TN UCH

- A-8H - Z2(County) £= E IO Z2O2 & PSUE SaQ 18CF
S &2 0z =, 2 EC22H &UC| PSUE =E6101 0JI0M E=
£ FZ0IL) IREC BEJIP= Census SEMAM Y=L1

C-8J : 24 A-JA=FE E2EEE2 U801 01 SUHMAM A-aJ
M Z2 3AcIE 0Iscl PSULE H28 HFsICL

219 S JIN |0l IR =Z00M QLRI ZEHRI1 USU(Ultimate
Sampling Unit)= 40Q] 0|20l (U= J1(housing units)==2 2AEI0
RILL CPS= 1Y EAEI=0 &2 HE(month-to-month change)ll TSt
FEEC NEHE S2A6H)| #I6iM Al Hlpre-month)Q USUS 3/42
UBE9 BE2C2 AZ0M AISBILE Eot ABiES(year-to-year change)

_29._



9 b=l SAE ol 2 &2 O] USUE 1/28 1 JI2i0 B0
ZSAIZICL & BEMA0 25 MEES LS 20

O A-89] USU= C-8H9| FHHOICL
@ QI &4 BES2 MBI sell-weighting)Z JIELL
Q20| Qiel= QAR A-MH0 Q= PE USUSE EIEC= 22 22 JIA
B2 20 FAX= HE USU 21240 286 ISKE 288 4 QL. UsU=s
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1 ik 282 =STEAR(Unbiased Estimates)2 S0 Q= SIHA AHgHAl
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@ A-EAQt C-dA= SAX QCIHM Hel SEOICE

E(X X)) = E(X,)) E(X)
VarlX) = (2/3)* Var(X,) +(1/3)* Var( X.)
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ol Poll BH#e A& 60N 42 U Q. 0l T2XAR 22
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BureauQ| GIRANE HIHE 210ICL PSUQ| B(stratw)4E ZFAN= 241
Ut HIBE 128
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(self-weighting) @ 718 @%9 FOZ 20|, MTAl ¥E0 EBMAG.

My HE
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1) EDZJIQl 24 [H 329 B
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[ M.: EDUM 2EE USU=RIZM Bl MEE HEZ 2EE
A= H=(Bh=E). st 150 30U 22 U2 IE
. - EDC| & JI9==(EIEZg T&)

P, AHAFRY =SS0 HFL! B2 ]

aw
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@ Zt EDS} 3)(2l MeE &8iCL (7]
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@ E&EHA(sampling interval)@l 101M 677.68MOIA AIRE (RS:random
start)Z QOIZ MEBILL RS= 2 categorylilt MEHGIHH <E 3.200)
N= 2221491 538.8901 212t U9l RO RSZE MEAZ|H. HII0 £&2
A(677.68)2 5101 ABH0i (22 Number=S2 AEISI}

7) Standard Metropolitan Statistical Area
8) C : SMSAQ| central city
B : CIMAING EHBI0 50.00001A2 CIRT} A= BHLIOIAS citys PAIE
CAIBIE XS(Urbanized area)
U ALAIS(Urban place: €, BRIQ)
R : JIEHAN other ED's)
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W RSE BISES! g2 (10l MesCh AL 21010F BITL.
H 329 (9]
Gh RSE HIZEIS (12 (610 MeZ HBITI
@ ‘G'0IM (ISl Y MeZ M 20| USUDH EIC}
=, 222+166-328=60"0t 201 AXEIWH. U categoryQ A28 USUS
6OEAR USUDE A290] & Bl E=201 =04

<E 32 PSU412H A-MAH(A29 USUQ| EDEEES
(Sampling Interval : 1 in 677.68)

ED | ldentification | Total | Pe | oo | Sample | USUin n
categori | codes housing designation . sample b
-
es county | ED units | (GQ} | Me 2Me | numbers A29 SR
(0 (2 3 (4) (5 (8 (7) (&) ) (am
u ool 512 595 5 | 149 149 |
i 512B 4| — 1Inboeo
513 el — 2 162 | :
514 665 — | 166 328 1 w4t Ro nont
| i i :
514B 101 — 25 1 3B3
520 742 22 | 188 934 896,52 154 0002
: ; : : 5 : |
| 576 646 — | 162 1738 1577.30 2 | 0003
| | 4 = —
I 562 288 — I7] 5023 496590 1 15 | 0008
563 173 — 43 | 5055 '
? 149§ 009 204 - 74| 3662 0 5353 | 56 0009
i I g 3 5 : :
| 128" 72 18 | 3910 ;
R 09l 578 346 | 1 87| 265  sa8&” | 61 | 000l
! H 1 i 1 ; ; i
5061 680 0 — | 170 | 1339 121657 . 48 | 0002
%) F : RS(random slart point) L. @ last ED

@ ZZENHUMA 2 AIRERS) ZH
b RSz 8 2F(SMSA, non-SMSALIS C.BURIG 2t EDUOIA

ECID. FE22H0 BN MEISCL Do EEEs 210

i
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54321013 RS= 0.0100A 543.21A0100 ZHICIHOL St 87K 8£F9
RS= Olchel =&loh 201 ALEIHAID, PSULSI RSIF MEHCIORCIE
J1& oM PSULC} RSE AMEHSH BRI

—

RS: : PSUO ED category®| RS

W, @ PSULQ HEZZ 2t (sampling interval)

m; - PSUHM MEIE USUQl A

Dyt RS+ (m- D x W0 Ol= O1ABY EDgl 2=
MEHS(sample designation number)Q} XA =L

last
M1 2 M, (PSUS B EDAD|Q 8h
ot

W, PSULC| IExZ 7tH
‘ RS2 : PSU22 ED category®| RS

RSy = (Dy+ W — M) = (Wa/ W)

© DI PSUI0| PSU4129 U category2l 8IH RS2 222.14, W,2
677.68. mi2 9(last Hit Number)0!D, Di= 222.14+(9-1) % 677.68
= 564358010 M2 5810 Q| =Lt 0{JIM WuJt 642.0622 =X
LI U category@| PS1,0| AIEE(RS)S 20 2L

RS, =(5643.58 +677.68 —5910) x (642.06 /677.68) = 389.64

3 Rotation SampleQIA2] USUAQC)
@ <E 3ID0M (OHCl A29USUQN 'S OBt A30USUIF ST
A4BUSUJIAl 22 Y-OZ USUE MEISICL USUE (6)440] Melt
Al MEHEE & QU={| DI ()0 MeJt HOW (1€ EDMIM USU
E F=6ILt
O <H 3.220] 562ED0 TH5101 (I S0I=XL.
(10HUM Z=Z&= 88 IS Hit number)9 A29USUS 15HHM,
A30USU= 160|1. A31USUE 1701 EC1. D20, ()0 Me= 17
SOl HC2Z SHM JEQ| A32USUS LI EDPI 563EDQ 1M}
I S0 U8 G810 A33USUTA4BUSUNIAIZ =36I01.



cl. 4-8-4 ROTATION SYSTEM HEE&H

1) 1242 (Basic Idea)

)

Y FPNY Y'Y SAE AGO BHELY 3/475%)8 3
Fol)l LIBE H=EC= AIBRILEL & <O 31>9 19744 3898 2
A319| b6, 7HEN A33C| 123HEE NI(7444 28)) 22 HE0/1.
A319 8= A339) 4200l ME2 2010

<Jg 3.1> A-AIQF C-AH B=20| Rotation Chart

Year ] Sample & Rotation o
& AZ9 A30 A3 A32 A33

1972

Month Ci3 cla cl15 C16 cl7
7 ‘ i

NOV 51617

1973

w
S
(S RSN S I S, |

DEC 617

—

z

~J
W O oo O
-

‘FEB
MAR

D dH N h
I e ]

o 0o 00D o

TR R M o
e

] w
= & bR

C o

APR | |

MAY
JUNE
JULY

Q| o 3O,

] =~ o=
o oo ) o

LA S B NS

W W W w
& b bl

v th o
»™] o & o

IAUG
ISEPT
loct
INOV

[ SR ST

1 1974

DEC
JAN
FEB
MAR

W W w W
~ -~ &l &
[T T
OO =
T | ©
i

R PR M
W o W
N N ™

;o & o
(ST
b=}

SR
® o oo

APR
MAY

JUNE
JLY

2}34i.

Lt

48 T8N UAY S7HE 21610 BUSYH EEY 1/2(50%)
2 B 5010 ISl 22 99 H2C=2 NSgAILL <8 3.1>9] 19744
32E HU, A319 5673HER 734 380 FE) 22 210|0 A339
1,2,348=00 MZ& 210ICk



2) HE4aH

) HeE(sample) © E=EE USUEQ| HECZ £EEHE2 A-MAMM=
1/1968011). C-AAlIM= 1/(2x 1968)0ICH

LD Rotation Group@| &9 : =Z&E H2E2 HO L& 379 848 Xl
2oz LAl LISOIXICL A-&AQ C-&Hl= 22 8719 BEXREE0
HEEO2 (§’Q CPS ZEE MBI

Ch 4-8-4 System : 0| SHESUAM 474C] USUE FE5H0 442 %
NG O 8018 SO SAIAM HIQISHICIE OIS0t 8HAQ|
S2H 48 S° OAl Z=201 ZESI0 TAE AABH. I 20
CPSHENAM 2t85] AAHECE 012 20 E&Y ¥4%7 A9 5854
g2 NAY RIE AISA 0. A= YO JI2)4E(Basic Idea)
Gl 2 LIEHL QUCH

In ke

m oo

rnroro o

3) JlEt Al
0 FINEZO A
O LEHO TEE (HAAZl= A2 MHEY (ot FELXE SEIAIZIA
0L Ol @Xi= S40| RAIS USUSES HANZCEN K48l 2= ALk
= 028 AAL Aol UE USVER UMATG.

(@ Bureau of CensusZ ol0iZ2 USUEE HHE [ EEEQAN g2 5=
2 LIE ZAG 0| MSSIAl 2 4= UL FIIEEE 92 [ USU=
ASZEZ5L

@ AE =0l USUZ 4= PSUNM =SAIAEE AlSg 0.
USUEY =)t PSUUI /U= USUEY 280} 2 32 -=2d|
2 Usad 20

- MzZ2 H20= BIEA MSatAl %2 E20| ZRH00 8till=
QFAXAE HAGIL 001 AEE USUSE AIZiCL

- NSRE( U= 7RI A2 PSUSE K| & (clusten)2 PIE0
AZsiLE

=)
g

fir e

0T
IE o
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L PSU OHAIZ 2
PSUSE URBC=M MEE ZAMRE ZSAIAC ol PSUEEL 20l
Of ZJHHIZ0I A TIRRL TiRSt= Psudl =2t XD| 20 T2 viZdl
oMz R M2 HIS0I ECH 10680 N2 0] PSUEE HHEICE
WO TS 2llE A& o0 82t FHIE FE = U

4) F=HEHA
2t BEQXE A4AZ10 ol 0l Bl TS €9 =JIEQ JISED
Sz Aol SEFEEE ASHLL CPSQl =82 (1S &0t
Xr? (1—K)X: +K[ X, + d; - ]
017 1M.
X, oY Q0 =5y
X, B2 =S
K 5% 0.52 AESICL.
d, . OBZ(HN BL(—-1)0 SSt=E HAAAL 2121 71 JS0
S502 A&H USU #2201 [Het X0i0 &8
[ d:,,{-—1:X; _X':’-’l
X, OHE(o ER(:-1)0 3592 Uasid
X, BEG-D1 B (-2)0 SEHE UsZEg ]
3. 220 =S8N TEMH
b AL

EIE..I CSELANE =PIMRNIAM SAMO JHA=RIQ ATt ZR % At

SAEE Melols JIZNZS RBE SHOZ (i@ MABID QUCH 194614 9
S0l AIEXAL HAlE 19474 79RH 228 ZAE HARCH. 19614 108
OI==2Elz M9 4-8-4 R2H2 THEAIE =6t QUCH

L E=4A
a2 =NEANSU &0l NEIRE Gt 822 109 block(SilT. S



I

JIE=. M= 2F)e2 Us0 2t block

= A=, 2L Bl i
22 ZINFE BBl F32 SHES ZUXQ ERQIE =0l 202
1980 A9l S0 UUM= &1L BAINO| XY, =HEEHE JIE0 &4
O OIRULL HEB =AIIMAIZ & AIR(1CN0IH. QIRBIH9 88EEE =0
2 5la Ut
1) EE2XAMP =&

HEF22 83 HA FF2HE NZSIQ0L MK ZZ2UQ= ZAIR0IN,
M2l ZZEHRI= TAIRUH =42 SIK0L BETAMNRE 21240 TAF 3|

Of Bldigt =ZF2AES 206101 =% XTAE ol 45t E=2N0 =&Y
rotation sampling2 Fof SEEY(8C Hi+=2 & T=2 1/89 Higz &
ol REE A2 MESID QUL =, blocklH TAIFO! &2 HIZE 2t =Y
ol QA= ZARS9 weightB A QJoH HIZIHIES $. EE22(8)Q BHID!
CEE IEBILL

HEDALL FZHEZ AIMCI ATHEAL

® 2 B0 88 Y& SHHS( A, )B 0129 2S YHOS HORIC
Hy=Hp i) i = 1N (N2 ZN7 &%)

[Ag=0, W= i*ZAN2Q weight |

[ — 1= A2 %9[ weightQ| &
i (&S0 H2XAIH13)/8

F. A0l HNE HYp FE8 CAEE 0IB8ILL ZARIIC

weight®| G5 FZEZ MBOIL TEHE2 weight(@AJI24:15)2
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UAEE0] SEQI AAZE A EAIZL ZAICIAMAIQS otHEZOZ (f
JE tl=lgRl Sl=2 6] CiEl 22 Yals XERLL
D SUZMNAAFER)s 271¥8T A% ZAST.
0142 EAZ200 Chet HMEZNQ 8luol ATE SAAIZII] AROICKH
@ 271¥T ZME OY ZMNARFL2Ie U9 BHMZI0 B4
O ZASH. Otz JAZM0 8 HUESE2u0 Hing 8 g

&IAIZ 1] 20T
@ oS BEXANHE 082 AL MBI

C.@H 2ot AAIZY 2Ca0iels 218 2t DIEEGXEL QR 248
-‘?—‘?—% ZAQ £2 ASRHSZ G613, SIS BE2XAMT= 24=0 XA

=8I0 2222 38 MEH= U NECZ WAool ol HEES
%D IANAT DHGHAI &2 = Q0 02 o=0l0 90 FE8

ENFHMAZSENFIA 2789 EMNZITE Y ¥0 2R
ZNFRAZMNTIE ZNEZNTH SLSUN ISENT? F8
E dBVTE AJYUER 80l 2 59 ZAZANT FEDLHE
ool ASFEVN. FEHA2 JIgZAE FE2120] 1/122 5IC
£ IHZANLDL SEHO 0| MRS ZUSI0 HEt (o= &YX &9
NBRZ TISCIM MZ DHCEL 19304 =MZEAL ZAIR0IAMS JHER
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<Jd 3.2 AN I TARZERFAIC Bals

agjggi

<J&l 32 O 4%

O XEES A, B, C ¥ D= 2 A0l Chal ZADHAIZION It
= UEID. -1 ZARIE 3H0 M2 BEZANTPE =250 9 s
A MEASIE ZARAYM ZAR)01D. ~2FAIRE AAQ| FEX

TN SH0 MEAGHE ZACUR ZAE LIERHC

= 212
[

=/

A

ENE 3
ENE ARl 2
L Gl ZA | 26 AR |
A-1 A-2 g, 5% 93
B -1 B-2 29 68 log
s EEL | L. B2 3@ g g
| _ D-1 | D-2 EEEEN-

@ TAIRON ZALDIZE - 120 AIESH TAIRE 4”0) BAIE QSIS
@ DATIEDCL ZADIRZE - 520l AIESBE ZAIR B 5, 629 At 24
2 &J| ZAZ20M0. 7,889 U 24RS $J TNEOR 22I6IC)

St 20| AOIH O§g 1749 ZARI WRIEE SAION 1/29] ZARIHDE WA
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Ll Z=&u
ZACIRE JIE02 B0 HiZ=A 2Al(Ratio Estimator method)?C2 =34
i, O 2= U8l 20t
- s - Eél‘go i b
QEFL0| HIEAK = SAYE0 MEEER x Toa —% |(f3§ikxf{ﬁ‘”’)
CEAEIAMAME U8 AGEUHEAL TUHEAl 01919 1Y), HEH
PIFE bench markIF2 &l QUCH =SXHEE L SXS=20| ME £

Xe= gl €2 148ez A2ai&C

1M,

£ : SNXE )W Q10 MEEET

X, BRSO SMXE IR Q0| MEEER
X1 WK, E0 2MXE IR 0IR0| MEEFT
L, : WRCO &%

_ W(ARSL, 01 Q0N BRENTO weight BIH)
Fu = (AN, 50| BERAITE

P, o hRNY B0 #EANFC FEEE

ry, © RS EQ HETAPO BAE

fo, ¢ RS B0 HERANRO AN FEE0
h o blockHs

i BPS

i BERNREE

%) 2K, B9I} Random Varieble| T, HEEH0| 20| IS8 [ ANES= HACE
=HFO ATE SMAFISH 2EO AUCH
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1. U= =20 HE=4HM Hluw

D=9 CPs%t HEY LBTAXNY ZEHY TTIES EE4AUN
2BAFEYE NBOR UCH, FEEEZ RABHE 4-834N2HE
A3 UGe A00. F XEEAE U2 LK.

JI B24A

1) O=Cl 2EUE 410110 22 1009 JESZ SHUCEH

2) 3810 ZH2 (™ SHRIC BAZ2 FLSAIZI 2Bt 2122 DI=Rg &2
U= 3760 2= T Y1l 22 444 B2 FATY QUL
Ol & ALl 2EAC M0l WA WHZANAM LIERACH
OIAE} =FHR(final sampling unit)E ATHHEE, 0= B2 404
= E=HUSUIIREH ZE2 &t JIZ20ICL DIZ2 WS = DALY —,i—é
QI =0|Net e e 50052 0IF0A EAIRE RAHSRIZ B13RICH
220 WHAl BI=2 O 2186 UsUZ Wil USULL RS ASEE
Gl Cloh E2XAE WA 222 0129 420t el & O |Al
gt HEOCZ LMCHH =E2XE F+dloll ASS & + AUCL

4J
2 ﬂ
0

Ll 4-8-4 A|AEl
1) 442S0 £AIGI 8HER TAIUA RIQIE & L2 442180 CIAl ZAIE!
F EE0M HJolz 4-8-4AI2EIQ] BES FAHIES Z48 & C

i

EPS

gt UZHS FAE & = U= 2010 L8t B9l 302 g2 EE

O =4t BIGll Gigt F&EXIC FELRIZE 20l RE0 S2=FUHO|

HZ0| Jisoll. 2210l FIHIEBC=E HE JHE JH USUSS! HEAE
SUANECZN BEERME 52 = QACH

2) 28 ZNIC| S=HEE EH WIERR 0=, g2 25 50%01K8! gEEs

2 0I=0l 75%, = 50%E 20| ES=HIE0I 0=2EL LULL 012 B0

2=29| g0l 0I=E0t ZAHIE0I O S0t & = UL

3) Rotation® [, DIZ2 PSUE THAIZID USUB rotationAl2|0. ED
Jb 2lo0i Q] EDZ | H TABILE dE2 X }?9} I 8BS rotationA|
ZILL.

e BT o



5. 22]Udt gA0 S= Rotation Sampling G132

AZBNMAE 2= ANE ZESIKE0. A8 ENR Q219 ZAEEN %=
=2 JIA S2UHEE TAREAQ! Mot TACL

] Rotatlono“:“ ColE He <o| AlE
FUHERSFEE AN 42 IIIT= HIEASEE (et 218 %

%% JedsiC
2) )b =Nge &=
3) 6L AR 9O A2 RAE MEE A1 Y= PSUE 246101 NI
SAE 2= = ULL JIEY H2HH UMz SEXNL0 ZETATRL X*Oi
HEAN 2RO 'inJIIl_ =&X9 2M0l &6l 2RIF0I ARUCL HEE
AF=E SdE 012 ol &= XD HI8C SI19 EEACIQ 020
ULz SR HEOHM =8 RAGIBIM ZAMF0E =dis golig &

010t BILY EXS 29 DIR0101E E0i= BiYE AE" 4 QUL

4) EF0! PSUM A0l & - E2UNEE AARE ABE &2 PSU
& ZAIE H20 FHa 5E2He0R)0l SEUK EETAIN st M
22 ZE0 HZ0| Etsg + RUCL 0lEt ZRC HHIA0| ZRSIHCH

219 MEZEZSIHM 22121 AEM LSCn 0|ZA0Z AAD} Jisst 221
NES HAS 2-10-2, 3-9-3, 4-8-4, 6-6-6 SO| 41X gal2 = 4 %'D.

LE. E=EA OIAl

1} 2-10-2 system
Ol &IAI2 400 BREE JIALL IE 4719 BEE0I M8 FNEH =
SHIZE(SELHYIS)I2 Ok 50%, OiY 50%0ICH CJIMME 2E21Bt0| FAL

El1 108 20001 MEAME Si0F 5122 TA OI=0| oD S£EnMS
GAl =2 TOICH
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<18l 3.3

2-10-2 Rotation Chart

EAR] AT T A2 A3 A4 T TRET T RB AT
& ~J1234i3412[1234/3412 1234 34121234
1 2 34 :
2 23 41 )
3 34 2 ) |
4 4 3 2 11 i
5 34 12 |
6 4 2.8
7 1 2 34
8 21 | 43
9 1 2 ; 34 |
10 ] 23 | 41
N 34: 12 S
2 413 21
2) 3-9-3 system
3-9-38AI2 gJHC| RHEEQ| TIEIN. % HIE2S UI1¥ 66.6%, O 50%
OICt 2-10-2¥AIEC] DAHIBE =1, BEEQ £ ROl E=209 HEAME
UEI=0l Relgt 2212 A3 QUCH omlD+ 9RO AL SUO0E HEAE
AIAIGIOE SIB2 MU 010! [ELCL
<=l 34> 3-9-3 Rotation Chart
RN Al Az A3 A4
2.1 2 3456[l 23456l4561 23/45%861 2 3]
1 1 Z 3 4 5 6
2 23 4 5 6 1
3 345 | 6 1 2
4 45 6 1 2 3 B
5 ] 5 61 2 3|4
6 61 2 . 34 5
7 i 1 23 45 86 ]
8 2 3 4 56 1
IE 345 61 2
10 T 15656 1 2 3}
1 5 6|4 EEE
[ B 6|4 5 3
3) 4-8-4 system

=) H DI=1 2=20M A0 U= WHGACE 8IHQ)
22 HIE22 0@ 75%, 0¥ 50%0ICt Ol= DI=.

=T

_|
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<2l 35> 4-8-4 Rotation Chart

e Aar [ A2 A3 A4
4. 12345678/1234567812345678/12345678|
" 1 h23a 5678 ]
. 2 | 2345 6781 o ]
BE 3456 78072 -
F 4 4567 alt 23
5 56768 1234
6 6 7 8l za4s B
7 7812 - 3456
8 gh23 | 4567 ;
9 1234 ... 56718
10 2345 6 7 &t i
N 3456 7 81 2 }
12 4567 8123

4) 6-6-6 system
6-6-62AI2 12712 EHEZE TR Sl 41K ¢E & A AL [ZH
M2 JIA& A Hl= I 682 JIE B S=HIZEE2 U8 83.3%.
O 50%= JH& =L
< Jgl 36 > 6-6-6 Rotation Chart

= e —
. (1234567891011 12(789101112123456(1234567891011 12
1 |1z3456 78910 11 12
2 [ 234587 891011121
. 3 | 3458678 | 9wwniziz S
4 A56789 101112123
L 5 | 5678910 11121234
5 67891011 | 1212345 ]
7 7891011 12 123456
8 891011 12[7 23456/
9 91011 12[7 8 34586[ 2
10  wonwfzss ass)123 -
1 1 12[789 10 561234
1  2rsgom 612345
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Aol THotM= =802 g8 = QI AUt JIZREe J4T=E0=Z M)
0 B=2to] AlZEADL HIuA =) B20. 6-6-6 Rotation Sampling 81
OZ DOMRE ME Y FIAXNSY UEEECE =S W9 +Xo & X
Ot GiRICH LBt SRNNESS SAME A2 TAAIN LEE SHAL FHEt
A2t0l CHOlCY =201 AERIN0F SiCL

H

Ct ZtAHSl E=dsLA

A 1983HRE & U2t iRHEER = = HAIR HOI UK
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Lh ZA2E =AY =

- NR - ZHE %@—T%M S QIFESEHEEETA - 2H 29
EAIDPAZEAL = 201 —?Q s 1M 7S
=T - %HI%EOWXM CIZSHEZXA : 64 24

WHEE
b JRISOIREA & CILSEREETAM
- Oh 1/6 WASIH. 1/3EFAMFUAME 172729 WAl
- SEHIE - H8 56 S8 . M2Q 12 85 A4 172 S5
S0 Bt BADIZE ¢ 6-6-6 Rotation Sampling System AR
(68 TAL 60 EASBAL 648 A S0 ZAL SR

L SADEAZA
-Oi2218 1/6 WMo, 1/6EAM20M= 2ARS 1A
E=HIg - H2JI1% 5/6 5=, AU 1/3 55
- SJ200 Oiet EALIZY 1 643 ZAE TAISA
Ci) &AIDI12E - '83. 109 ~ '87. 109

WA =

oh 224
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CI22 MZR JI728 dSHE01734E0N 2L ZMHRE LA
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e
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Lh felE
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D AH S 1/6 1/12
K T XA 182 EAIR 90~91 FAIR \
(£ 549 XA (2,750 13 (1,380 2H3) j
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2 H=D 6@ EAL 6HR FAL 1308 1242 ZAL 619 éiﬁ.!

LIAl 608 AR RAIE K 12008 &AL
28 127k& ZAL 6048 EXL

6= AA
318 oME EAL eHg X |
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- B AR HS801 Y20l 22X 81 ZAKIEC ﬁ@léi b5
- ENALDL 84, 8BIRE ANl BEMAYAIR B2 () 22

ch) SHOIR : AlAIZ RAIQ digiscz B¢

=

b 2EH Rotation Sampling System 2E

EAol= Ki=BIE SAOZ DIHO| rotation sampingS (121} 2H0| ZE6) L.
SN FELEAN BEE DE(sub-group)@ deal} DIZE S &,

rotation sampling@| JI2 N&Q0I DE HR=O A2 X JHIZ AAS

A0 EHE LIEIH < &ICk
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(F

&

FION &2 D=1 229 SENHEE0 R, 227|120 ™
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M47&. Small Area Estimation9]
A 271 B A3

il 2% BAZFEF(Small Area Fstimation)2 BI=ZE0I0| OlLIZt MIAI
Z=0A 220 THal0] =) RICH oA AX9 = #AMe2 287 ML} £
AJE OI2E NS(HICINY SISAQ ZeA0l =120 Ofle) HOITRUMNE HE

Ch Ol 2501 (et 2XISNAl SAE ME0I 1] t=26t1 JANS P2 F27
'3”3”2 SIINZl= 20| ZAIEE 2tlQ) U2 ERNES 81Z6lcl= Hol= 80 *

>

2
LOOIEA EUEh WE ZDIEE M2 HE0OZL 4XYE F/E 5 U= -
(Small Area Estimation Method)Ofl CHei &28110 QUCH FZF LiI2EE 0] JI1E
Q=2 00| SHAE &0l UL L2ILi2t SAI AALKIRE ‘é/\l ClzE NSEEA A
MOl @251 UCM M Small Area Estimation/|H0] AJ1QF ZRAE AEC
= RclUieie] AISA M0 JIsNE HEd B2 oAt

1. Small Areca EstimationQf CHolA

HEXLAN KZE 0185810 SA&ESdomain)? SAU HAE F&oI= —.r_—Iil
EASZEAS0AH LA™l ZI0ICL  Arealdomain)Ql 33 TEEAJII E28 [
TAARE AR QIF =AT(direct estimator)Lt ZAMEHEHY ([IE2 =& X(design-
based estimator)= &&3| AT (precision)?t =L JJ2dLE Area(domain}0] &
a1l B2 3V HE [l ZAMAIE AtAI0E Qg SESES HsH (variability)0}
HM FERZAM 018810100 BAUGILE Olddet 2/O tHZE 28] small area
estimation |29 G2} AATIRLE

017IM “small area estimator’®} B0l= £2 AclAC2 JEE EHAIGS

(st =HAEE MAMGI=UN RcE 21C2M. “small"0 SHEAIS(area, or

domain)Q| BEXOILL Al area, domain)XIHC 3JDt &Cl= Z10] OiLi2h 1

A0 F=EE HE29 37D A82 ClUlgiCh MM A0l XA 33D H

2 R=22=2H FAE FHXC 2MES M@ =0I=t &= 210ICE "area"#t
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21oie] EA AIZOE 2llick= 2401 OHlidh &Ql9] Algdl domain{arbitrary
area and arbitrary domain){ Y% AELl= Z20{0ICL (MF SHANKL FHX

491 NAE0 B )

Al (small area, small domain)| CHE! F&E2 Royal(1976)0182 206
M= model based estimatorl} synthetic estimatorQ E£8t 8g =2 (HH
202t & = QUCL  Olefet SR =A8l80 B2 FZXNE HEGY
€ 2% FAE U2 LA % area or domain)C 2 EH BHEE ¥9
N 58 2480 U® =39 BXE =0l A2 28 £A9c2
SH PEZYEY} YOO small arealdomaini®| FFKY BEZE &
ogleq %G.

0T =

{l

HE 2 E2XADI 8=8 52 2 Y SHHE MEoH| SIotM AT
RUCH. ZRA0= 0l ARS8 018310 &4 domainZ(0: 3017152, 4017122,
5RDI 45 8) Z2 LAY - SATAE) SAHE AESI0 'E:(Cross—
classified table)E DtE0 ULEL 12Ut OIEA AMESE TableliQ SHEES
A BA 22 FEUA0M &5 Sx(precision)2 201810] 101 =&sI Ei
= 420t B HEM &9 AX(precision)?} L0t 4AXH SHZ MBS = g
= &2 B

QIE B0 IohkAM CanadallMN= LEconomic Regions, Unemployment
Regions, Health Planning RegionsS E88! S{strata) 22 &2 Clusters)2
HAol0. 2 HEXRAMAl LA (small area or domain)(f| [H5t SHEE =5
oh)! 2ot A2 WHBIL D2 AN Bl ME2 Qal 1=l MARA
Ol M2 S92 JIZQACt sttt SEXA0 W8t small arealdomain) SHC
LRAE o EXotH 20 8= +QKE BTE USAZ 4 QEE AR 5
S(strata) B2 &H(cluster)E PHE £ Gl= 20| HA0ISZ2, B2HAZAl &
QLA &2 domainQILt LAI00 [HEt SAKE &5 oMz JeE0l &
NE IciSHAl 0*2 = 2A™UCEL 32N Z28t KAIZE JHAD X SREES
o0l 22I01H 2R0t SAZE ANGID| Ao LA FESH g @320 T
&0 SLHCH

i H

FO
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2. =&Y (Estimation Methods)

AHMEOCEZ QREl= small area estimation?] BIBIEES 3N 2J1K2 Us =
RILEL T REM= 2ARQU= arealdomain)ifM £F= Q| HEXSE 012510
FHHZ Fol= AB™ZHX(Direct estimator)@ UARIE arealdomain)QIM =
£& 20| &AFXEH 0l B8t IE arealdomainiQ #EXE QIE6101
a5l 2H8FAX(Indirect estimator’E £ £ QULEL O ERB(auxiliary
variable)@| AI20IEJt Direct estimator@ Indirect estimator® PESlE Riis
OHLICH

1

JI. Direct Estimator

Direct Small Area estimators= 22! small areaQiN &2 EAXIZE 0|
ol =HS=0 BXHS+2N 0RMMA K2L #AXIZ (administrative
records)E 0180l= T QUCL

1) EM(Tota)FEE bt A St FTEXZ (1)9] A AISSICL

P.= 2 wy; (1)
[ s, * small area®l aXlHUM FEE BE

w; - A ZAET10 weight ]

V.= SHEFT0INC small areal{O] FEADI0 M2 BIEZ (variability)
0| &g = Ul SHFO0| UCH

ﬂl‘l

2) small area®! a®] I NI LHE L AMEES =82 post stratified
estimator)Z2 QI26I0H. 0l =X £=AI2 Ofeiet ZCH

?post,a=Naj§——— _Na N = a ;a (2)

2} S2EHO IS o MEOLJ SIS st & %éﬂil NEECL 24 2loj9 B
£ &2 = FEUANAN &2 I8 01851 =879 EE% 2RAPIE EHRIGICH
558 =



O F8X= MNOEN e FA-ZS RNSCHLEL TAKIDE 286 32 HI=
& HEOl(ratio estimation bias))t LM = QU= SAS JIAD QT P9
SI=Z0| JIssiH HE F9 2N a9 FII( N, Db LN ZHR0= LIS

22 AESel £A8= post stratified estimator)S2 At 2 QICH 01JiM
=2 TAEAHAICH E0! OILIZH AIESEIE 212 oi0IBHC

E wy;

i=s ?k 4

:ENh.a =2Nh.a Eiz,a m(s)
}l Nh‘a i

[ Mo #EHH SUQ a XYY DAGI)| ]
HeFdI2M HIF=8X10 H2= MSRFAHL KAGIL 29 30| N2
N G0 EX2HRE Ol180l= 200t CI20h ODIM EX8is X = =Fold=
BV O MU 45 EE 52 FHHE 22 4 UOH. HIEFYS
(@2 (41-1Z HOI=LCL

?.'1
?r.a= fa Xa (4}
Vi
?st,r.a: % X::a X}z,a - (4‘1) .

[ X, ' BXBi2 X0 small area=A
Xno t AW B9 aAl™® =) J

OIQIE 2XB+Z small areaQ JECHY HENQ RI0IE 2HGIT| s
HME 0188t FEXE UTH

?reg.a: ?a+ Ba(Xa'* Xa) (5)

3a=1§s v "‘w,-ygxi’{l_:zs V_‘wfy;-]fl ——(5-1)

ODIN P2 (1), (2, (3), (4), @-DA Z9| O 2FYS AIR3I0E

FHGHH X, = 7,9 22 gHoz ZNEML (5-1DAIS SAAMMA et



HOZ AKl= =EXI0IH. 012 elE 3| A=A (generalized regression
estimator)Ql2t 1% SlCH

1) Direct estimator® 53

Ol domain®OIAM A ZAAIRE CIE6H0 direct estimatorE &)
Qlot THMN [[I=2= HO(bias)E BEAMCE2 BESHsynthetic adjustment)

?M.reg.a: ?a+ B(Xa_ Xa) {6)

0l =42 ZAHME QISoHM Bt /AN FZA0 2ol T2 201 F&E0
B=2 v lwyin/ [ B v wyi’) T ———6-D)

6-12 A= (6-19 2, B0 SHEE UCH CIAl 2olM <X gt 3
9 2210 2,50 M2 Z2It WL 28] dxE 9 FAE 0183=0
Ol= 4. B.t(1-125 EEE FoIH A= HEE DN UM HE0! M8
=ICt

2) Indirect estimator

FHGIGAN 8l= domaindt A SM42 AH U2 domain® AHE 0

20101 &gl A2 2ol (HEA0| HHOZ Synthetic estimator

Synthetic estimator= Gonzalez(1973)@} Ericsen(197D)0 2161 AR
O, BaHE Sool=s =0 S0 AR T, BEXAE Sof 208
SHZAN= ZEHN st EREEXYE OlLiEL 2420 A8 g 2
HEFETODIE oLt &, 2 N0l &5t AXYE2 RS Yy 22 €
A= JHAD /AS 201k JHE olol 2 Kol &R XIS et
ZAXNE Rol=li ABEH=0. OlFA 2A0& Z=EXE  synthetic
estimatorcld] AQISIRILE Z= Synthetic estimatorS P& {f small area
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O akl2z aAl9E Z&dl= AND9 LIE small area a’ X9l RABICI=

Jtd SHOIAM AR BIEI0I2Z2 JHA0 IBIEIS bias?t ACK

Lol gHQ demain@Z 2BECYN FEHS X Y 0 =HIs
Y gdirect estimator)2} StAL Ol small domain® a2l 817, a= gHO)
domain M ZMULIL 81H g domainQ EA= VY, =2V, JI =CL

Y= (agicelldl A8 LEHHK. (agicell®l HXFHO X, 0t 0I8Is&

[l synthetic estimator= CIS3I 20| =HEIC).
am_z ag ?

Ol direct estimator® ¥ (ratio estimator)= CISI 20| EQ=L}.

g,=—2%x (7)
-& xg -3 N
[ »;' & domainQIN F=EE yO E2&
1, g domain(ilM FEE x8 HEEH ]

3) Composite estimator

Direct estimatorQiAN PIS=C A2 synthetic estimatorQ DENF
(IE bias ERIE FHZ5IJ| Bt 2192 AMREl= composite estimator= [}
g 20| JO=ICH

?C Wi ?la_i_(l W)?za

[ ¥.. @ direct estimator

V.. © indirect estimator ]

Composite estimator@| QS %0 ZH0|H »2 E&E(optimal)dt gt

2 small areaF=&XI0] MSEWE X|4315k= Z10ICk 012N random area

1) BoBULI(mean squared error)@ QUISIH, E(8-6)’2 HQIEICL). MSED} B2 F
FEBOICE

Mo
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specific effectE 10246t 2B {IE composile estimator® E SOEAL

P xa=(xa,.... %) It 0IBIISSID 2, A0 ARBADIL QUCID JHE

g IS &2 2801 =0

ol

Y.,=x.8+tv,z,+e,

[ a:1,2,.... A
z, ' known positive constants
A BlHH

vo~(0, 6, or v,~NO, 3,2 |

Ollf. Ol 2EE general mixed linear model® S5t SFA0IH, design
induced random variable ¢,2} model based random variable »,E E&t
otAl =Lt 19864 Freedmandt Navidi?l Ol 2PEM CHOIM AIEEAHpost
enumeration survey)E AAISH At FEXIQ| bias)t IH UEKILEL F AR
2 B=29 37Dt 32 M biasIl HX= AE O BEO SHAECZ HAIE &t
QLL O 2HE S|]St NRER Ericsen & Kadane(1985,1987), Cressie(1992),
Fay & Herriot{1979E0! RICH

(2 ZEO== element specific auxiliary data® X, = (.1 %up. ..., %ap)®

O OI2is8t 320 A28l nested error regression2EE £ £ QL
Ol [lE FEX= OKIY 2LO0 B2t AIRES  Battese, [Harter,
Fuller(1983Y=0| QUL

Yajz Xa,-'-f-ua-l-eaj

[ /=1,2,-,N, . N,: a8l area® Q4

Egi™ €4 kﬂf ' gg~N(0,Jz) ' kaj : %‘E'EIE é;# ]
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3. 0159 OIEN

< B 4.1 > Small Estimation Area Method O%gf\}aﬂ

AEX Fad F&oldi= B Area(Domain): H| 11 |
iBureau of the indirect = ; |
i , Census&Q| 0122 Counties o 4
iCensus regression !
;Bureau of the ndirect . ‘
. ) 401 JI410| 50| Z8ig) States - [f
{Census composite ‘[
EBureau of indirect |
ooon oy [Hoi2s, oRias States | Of
, 8 S A T = Counties | 214
Analysis {Ratia) ‘
Bureau of Labor indirect
. : 1=E. 888 States 1]
Statistics regression
National -
. indirect - ;
Agricultural . =l &, S0 HHsA Counties o 4«
. . regression h
Statistics Service |
National ;
A—— indirect 1S I AMEL Counti VI
ricultura ounties | LA
B _ lcomposite | LUIHITHE |
Statistics Service i
National Center for |indirect |
- 2010 AIDO| 22EEN States | HIH
{Health Statistics synthetic |
i ‘
National Center for|indirect MNHSAISAL : |
N | A LA States | H)IF
Health Statistics |composite |[X|2ICIAI B4 | J

It N3

0i7IM DB|=9] small area estimator method@|
Li2tel 19944 HR&ESOIHAA Alz0 O &S

=4ol HUCH

NSHE 48

A2 THitA Al 012

K20 MHHA Al

_ 57 =

SAF0IM ZX20t0 SR8t

siA (2 2Rt = 2

NEOI0] A SAL 4t

b OIBRE0 &




RICH. G2 j—‘.%IHHH‘:W 2t =9 AZ0| AAMMA, 0|2 MHQ A2 3K
OME Sz £~ UCTE A ZIRICE J3LE County &2 ARSI EHai
AP0 =H2 (I Xlg—}‘.@.f B=E320 &) W20 ANZDA HRUATHD £
Cl.{Battese, Harter, Fuller)

[01

19784 OI&ECQl ZAUIME 2t County® S50} 20| MHITEQ =H

AlZCl BEC=2 QB0 ATEIAl AUCLL HAAIRIQ @202 oigf K|
(Small Area) FEAN st A0t AAIDHAMN. Rashid and Battese,
Harter, and Fuller(1987), Hanuschak(1979}, Hung and Fuller(1987),
Fuller and Battese(1981,1987,1988), Datta and Ghosh(1991), Nandran
(1995) S0 QoM Z Countys ZADIN FHS QIpt G127t EIGIXID| Al
Aol

b
Q Mo

I =AMQ SH ¢ lowaFQ| 1221 County(IM 2440 2O B AXDNES
AAol= 210ICH

Lh A=9 24
12§ Iowa CountyE HAICZ (0| SL0A 19784 68 =440 0|

SANNE HEXAN GIRICHL B29 HEADIN AS(LANDSATAES &
ot SENE BHIHAES QANNACQl BMOZ TAISILE 2 Xy =A|
Az 2HE FH URs <X 42>0M H= Hiet 20| Cerro Gordo
County@| &2 54579 Segments(PSUIE ZAITIMA QUCH, Hamilton
Countyl| &R 566MC| segments2 PMEIHA QICH Hardin CountyQ
d2= 556MQ| segments® PAGIN QUCL EITZ 109 Segments
250hectares(|CH

HELA= Cerro Gordo CountyQIM 5457H0] SegmentsZE 1HOKS XA}
old]. Hamilton County Al 1J4Q| SegmentBt2 FAISIECH 12681H
County2l Hardin0IM= 609 SegmentsE FAIGHAHLL.

Ch QISNEIOl B4
19784 831} 920 LANDSATE So6l0 92 AMANAZ 120 County

~58 -



OIM F&& Segmentl] CHok S0l ZO JPHIXIZE Pixel(0.45
hectares)2 EF0IGCEL = Cerro Gordo CountyQIAN= 54500 Segments
SOAM 1JHQl SegmentE =ZSH01 XZAE ZUl 2450 MHIHEE
165.76hectares@ia). PIEAIN EAMZAU 2| SegmentiiMl S4= AHIBIAS
374 Pixels(374+0.45=1683hectares)QJAUCL 1284 County®! Hardin{A=
556091 SegmentsEUAM 62 SegmentsE HEEFZOIH ZAlBt 21
88.59(99), 165.35(159.75), 104.00(117.45), 88.63(84.15), 153.70{157.5)0|
. 2BIM segments Al2es HZLCH

NS ZAE B8t S0 MEHAY SNARNEMIIZE S5t 2

O AEiSANYl AdEA= 080IUCH. 2 County® SHE Uoist
random effect)} QUL JI&GH] &89 AMOAQ| =HA| Cisy &2
nested error regression DEE M2SIH =L

eh 2t County HZ=&

O Components-of-variance 5

By, =By +Bixiy B2 %2 + ey [ wy=vitey ]
2 2
6.+ o = 3=4q
E(u S U ): ¥ ¢ !
S 6,” «=h Fq

Y=XB +Zv +e EI2 mixed linear model® E2EEHQI nested
error regression DEE AIZ3IRLE 0] BPEE County W2l 2t S210IA
Hot AAMMIIO| AR HE Z0HE 4~ QUCL

QIBEMOZ  super population approachOIM=  aBll  County
segmentd AZ20| Hp HAMUAE FHEL)| 96

n, N,
Na _l{ngyaj+ jgn(xajB+ Va)}

= 0188t Of el 282 UEl 20k
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Vi=BtBi % +B Xy tute;

[ xi xy 2 coumyhQ B2 segment)f ISBIz QINNE X2 ]

J2ILL Small area ZHOMS ZHSIRIS WA} 48 areall HEXS
HIOH & 20 CIRD 22 ZHAIS QIR0

Ea(p)B-’_( 3::{:, - ;a_ B)Ba

N,
- i
{ Xan= N, Elxm‘
a,’
m,

ma=( g+ n,

d,=
-1

ot ]

0l @H0IM 8= Y [ 9 F=HX= BLUEZ)| S0t SH2= <E 4.2>
o 22 <H 42>0M 2= oi?l 20| Cerro Gorde Countyl &2
54500 SegmentsQ 244 By FHIHIAEE 122 2hectares0lT. Hardin

CountyQ| BR 556M segmentsC 244 HA JYHIPINE 143 6hectares))]
QACH

H 42 > HZ29 XA ZAF DATA
(12 Counties in North-Central Iowa: Farm Interviews and LANDSAT)

popul- corn soybean corn soybean
county sample|ation Corm soybean| BHF(se) BHF (se) R-est R-est

Cerro Gordo 1 545 | 65.78 8.09 | 122.2(9.6) 77.8(12.0) 122.5 66.8

Hami 1ton 1 566 | 96.32 | 106.03 | 126,3(9,5} 94.8(11.8) 126.0 | 104,9
Worth 1 394 | 76.08 | 103,60 | 106.2{9.3) 86.9(11.5) 93.5 85.2
Humboldt 2 424 | 185.35 6.47 | 108.0(8.1) 79.7(9.7) 106, 8 65.1
116.43 | 63.82
Franklin 3 964 | 162.08 | 43.50 | 145.0(6.5) 65.2(7.8) 149.7 59.8
152.04 | 71.43
161.75 | 42.49

12) ZHAMEHEDT &;’5} best linear unbiased estimator)
s



Pocahontas 3 570 92,88 | 105.26 | 112,6{6,6) 113, 8(7.7) 114.4 116.4

149,94 76.49
64.75 | 174.34
Winnebago 3 402 | 127.07 | 95.67 | 112.4{6.6) 98.5(7.7) 109.1 101.4
133.55 | 76,57
77.70 | 93.48
Write 3 567 | 206,39 | 37.84 | 122.1(6.7) 112.8(7.8) 123.9 111.1

108.33 | 131,12
118.17 | 124.44

¥ebster 4 B87 99.96 | 144.15 | 115.8(5.8} 109.6(6.7) 118.5 108.9
140.43 | 103.80
98.95 | 88.59
131,04 | 115,58

Hancock 5 569 | 114.12 | 99.15 | 124.3(5.3) 101.0(6.2) 123.1 104. 4
100,80 1 124.56
127,88 | 110.88
116.90 | 109.14
87.41 | 143.66
Kossuth 3 965 | 93.48 | 91.05 | 106.3(5.2) 119.9(6.1) 104.2 | 121.7
121,00 | 132,33
109,91 | 143,14
122.66 | 104.13

104,21 | 118.57

Hardin 6 556 | 88.59 | 102.59 | 143.6(5.7) 74.9(6.6) 144.6 79.4
88.59 | 29.46
165,35 | 69.28
104.00 | 99.15
88.63 | 143.66
153.70 | 94.49

F(state)s 401172 A=0] SN Median family incomes by states) =4

19744 4=(income)FE 02 Census Bureau OfA census AI2. CPS
A=, BEA(Bureau of Economic Analysis)@] PCI(Per Capita Income)8)
ZHXEES 0IE0I0 42171201 THEt 24 FE8 AE9| e =85l UL
OlQ] =&X= Model based estimateQ|0d. Schaible, W.Gonzalez, M. S0|
FZ0| & Small area Estimation CommitteeQlAl 3728t 210ICH.

-61 -



h AEC £
CPSAIZ. Census AI=Z(0l 10 AIAD. BEA(Bureau of Economic
Analysis)@| PCI(Per Capita Income) &S

Lh 28
@ 1029010 AAIEl= Census2RE Y= F(state)d JIPAS0 Fogie
FHNEZO A0 AJ U2 2 =82 0f 104010e) 14 5_4 =3

gt CHEH E=22Xt ALt

@ CPSAIEM st CPsE8EX= ]l—_r'-:UI 39L 4Q1. 501 J172 5} 229
s ol MFE BRFEXZ Y 5814 0IRT/AR, CPSHEC
371 =0 Bs0l HM =&EXS %o: HIgtIC RICH

@ BEAZEEC| PCIC| M FHIPCI F&X= 2t MO0 BRASE =
aat As Oi=ellh

b =&
19844 A=28E AAE ZHBMe 120 200 0 20 Q& o
400t 4+=0| S0l =EC D UCH
© CPSE Solfl 2t FEE 4010|172 A=0| S Q6] MER EEXET
(direct estimate)?l ¥ It ZAZCL 301579 50101720] 4 =Ygt

@ SEE 320149 5D A4S0 UM St IS (weighted

combination) Fa&Al= L3 &C

Ye=0.75 Y5+0.25 Vs
0121M 07594 0.25= B23D10) HI5I0] 22 Zto= A, 301 71729
F=24)t 501 21320 E2400} 34 W22 Q0i0ICk

@ Pyt V.0 RN Vo U P2 =F/I Q5 0l25=
HEHASS (127 20
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& 40D £=0| SdiE FHo| 26H @AHZEM 018k EXES: &
X_gﬂ—l """"" ’ §|?‘|_C|I_§9—| g#é}
BEA,
Xﬂ2 EBEA : Ycen st

OJIM BEA,= CPS2EEl 400172 4590 22 =3 v, Bt
HEQ 22 W MOl BEA PCIZ UIEIMCL BEA,= previous
censusl 49012 A0 Tith JEUE 50) BEA PCIE LIEMCH
LB Yon u= A census 250 JiEH: s0IMEl 4001 259
census SEI0ICEL TN X o= AE census Ol2fE2 BEA PCIC)

Bl2I&AC!I SIIH ClaIAM BAE  census medianZ UEHHA D
ngz Ymﬂ:'_': 7—{!5'_1 CB]’ISUS_,-I A:g g%}ﬂo LI'E}L'HE}

JEEE P00 U5 SADE2 200 QNN LIS B4S 0IZ5i.

Xs,ﬂ:l

_ BEAy
Xchﬁ BEAS Ycenc
XSCS: Ycen.sc

ol 2E=Au(Composite Estimate Method)

Composite estimate ¥omp a= Yo Voo Vrorot, ¥ o= 0IRB101 AISEICL
Yt ¥ e 49 B2 small area estimation0IM 25| AIRTl= BI=0IG1 012
NE Yo B ¥, .8 25 0I88I0IE H0| UI20L BI2 X X500 2,

= 19792 19894WNIAl  census SN  BEA PCIO| BJIE(percent
increase) Q] A= LIS 201 ZJFIE 161D Q6 etrlg gaagaoz
Haol 02l 204



?:( j>1.v-1 I}l.c ?2.4 ?2.1'- ...... ?51,4 ?51.-:) ’
LER2 2 8=z CPSEECSZEH FEf SUAUS0ICL

Xsaiz(Xsﬂ, Xﬂz, ngs):—"} 0| 401 R4S U et 3predictorBH4E,

Xscz(Xscl. Xsc"z. Xsc3)g j*ggﬂ tﬂ# ?sc—o—l I::l}A}OH:'}

Xy 0
0 ch
v | Xu 0

O small domain =85E

V=Xa+b+e
[ 8 ¢ 2AHA=
b ! individual true mediandl rtegression predictor®)
X002 LIEHH= random effects
e . sampling error ]

A0 0
. _l0oA0 -
AT =2(b) 00 A -

OJIM Az 2 x 2 386 20ICL

B=[X (D' +A") ' X1'X (D’+A") ' ¥
(IciM 400172 A5 29 BLUEZ Y=Xg+560|0. 1O =/X= s

il



I\
[

OINN P 401 JIRASC| EQU2IDI 301017291 50101720 A4S0 (st &

Ofgtol JIEERR V.0 D481 2 CountlHOIMOl BEZES JAZFHIIC I

S8-Z0| =t 40017 £50] S¢E S0t 2ot THOM b2t 2 E&0]
NZ SE0Icil &L V= /o, +10.E QIZolH 2l 8I 22 =8
M2 28 4 AS 2102 NAEC]. BNZ ASH NREHI B2 NB2H A
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< H 43 > A, BAIY9O &Y Direct Estimator® Cvgt

s 2 7 5 2 N | HREAwses
oo g b |

SA | R | HX | GR YUK | 6K
1 352 5.83 2490 | 3138 6.36 3.88
2 4.54 4.71 1749 16.6] 832 3.34
3 3.22 591 2465 23.75 6.99 3.70
4 3.44 5.80 2753 22,79 7.5 4.02
5 4.17 6.36 29.71 39.74 8.55 4.46
A 6 428 6.50 40.88 36.53 8.30 4.66
7 4.36 6.67 36.37 27.60 854 4.63
8 467 6.79 46.16 32.19 882 4.63
9 4.54 6.22 34.99 33.42 8.33 4.31
16 4.76 6.23 34.80 33.77 8.79° 4,15
11 474 5.66 3162 4528 817 388
12 4.79 5.60 26.87 49.16 749 3.79
1 3.36 14.91 53.02 0.00 7.85 11.87
p 341 16.50 109.74 7741 758 1250
3 2.76 1464 (.00 44.93 7.67 13.42
4 3.15 6.44 7765 4867 954 871
5 243 4.74 0.00 4917 8.81 6.23
B 6 261 4 87 (.00 60.71 881 6.39
' 7 266 5.33 76.83 61.45 7.07 717
8 243 465 115.14 61.71 831 6.00
9 295 482 56.03 63.32 9.79 7.30
10 4.56 7.00 63.33 DB.29 1145 9.69
il 4.35 2.62 63.95 58.46 11.56 7.79
12 4.60 9.39 ) 63.87 59.99 10.81 965
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3 115 1.92 10.22 16.35 351 171
4 1.19 1.84 11.36 it 424 196
5 1.45 2.00 15.39 18.21 473 221
6 1.47 2.03 20.03 19.94 471 235 |
7 152 2.08 14.55 15.75 473 233
8 1.63 211 14,52 20.75 495 47
g 158 1.92 14,23 06,22 465 el
10 1.65 1.92 19.19 22,40 198 2.14
11 1.64 1.81 13.07 25,68 468 195
12 1.71 210 9.21 40.80 399 165
1 0.25 116 157 0.00 0.55 0.80
2 0.25 1.18 1.49 1.86 053 0.89
3 0.20 101 0.00 4.88 057 0.95
4| o024 0.51 1.20 5.75 0.63 0.52
51 018 0.39 0.00 8.52 .58 0.34
6 | 019 0.39 0.00 851 0.59 0.35
71 o019 0.43 2.31 10.10 0.48 0.29
8| 017 0.37 362 | 1154 0.56 0.33
9 | 021 0.39 274 | 519 0.67 0.39
10 | 032 0.56 346 1 7.09 0.79 053
11 0.31 0.45 3.17 9.35 0.75 042
12 | 032 0.73 2.58 5.42 0.70 057 |
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< H 45 > A, BASQ €Y Composite Estimator® CVag}

{ Alpha = 05 )
g 2 kA = g A HIAMN&E0H

8 o ‘
= AL 01 At o A 0 0 A =] o At
1| 321 4.17 18.86 3492 5.68 2.71
2 | 361 | 365 1522 1918 | 682 951
3] 296 | 3.79 20.07 2518 | 631 268
4 | 2922 367 | 2468 2238 5.69 3.08
51 247 38 | 3417 35.49 6.12 3.28
6 | 254 292 ¢ 4597 33.50 6.01 345
71 250 3.85 97.05 92.97 6.12 3.33
g | 262 379 31.19 26.46 6.25 3.28
o 258 3.55 23.70 26.68 5.98 3.12
10 | 299 2.20 21.81 27.66 7.95 3.15
11| 302 1.90 1820 3464 6.91 1.93
12 | 315 2.54 1675 | 3806 | 633 2.04
1] 283 8.86 24.49 58.32 950 7.08
2 | 298 9.98 27.07 33.77 1002 750
3| 253 8.18 30.95 32,43 966 £.06
4| 204 4,12 30.02 32.90 11.83 498
5 177 343 | 5337 37.34 11.44 415
6 | 187 3.49 69.28 43.30 11.46 432
7| 214 354 36.31 44.01 10.09 431
g | 207 3.18 46.23 4595 10.87 3.88
9 | 29 393 99.90 37.86 11.74 497
10 ] 334 7.25 3187 | 39.80 13.33 8.95
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12 | 351 8.96 98,42 4064 1262 8.03
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ZUEC <H 43>, <H 44>, <E 45>2 Q95 <H 46>0M 28 Al
el =HBIHE Synthetic estimation methodE AE8t CVZ0| JE LU
= A2 Al & = UASH. Synthetic estimator)} Direct estimator=(H &
COHOIM R0l 2alEl 2 & = QULL SIAIB P.D.Falorsi, S.Falorsi®}
ARusso(199)0] (}=20, Synthetic estimation methodE M5t =&I|=
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<E 46> A, BAGO FAIHCV)O HI
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S8 A o R 5 o X HIZRES0I3
: X| C_):|| $§ \‘_\\% s =
wer | 01 et o Y 0
Direct | 425 602 | 3133 | 3277 | 803 | 412
A | Synthetic | 149 197 | 1316 | 2098 J 433 | 1.9
Composite| 2.84 341 | 2481 | 2887 | 627 | 280
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Small Area Estimation: An Appraisal
M. Ghosh and J. N. K. Rao

Abstract.  Small area estimation is becoming important in survey sam-
pling due to a growing demand for reliable smalil area statistics from
both public and private sectors. It is now widely recognized that direct
survey estimates for small areas are likely to yield unacceptably large
standard errors due to the smaliness of sample sizes in the areas. This
makes it necessary to “borrow strength” from related areas to find more
accurate estimates for a given area or, simultaneously, for several areas.
This has led to the development of alternative methods such as syn-
thetic, sample size dependent, empirical best linear unbiased prediction,
empirical Bayes and hierarchical Bayes estimation. The present article
is largely an appraisal of some of these methods. The performance of
these methods is also evaluated using some synthetic data resembling &
business population. Empirical best linear unbiased prediction as well
ay empirical and hierarchical Bayes, for most purposes, seem to have &
distinct advantage over other methods.

Key words and phrases: Borrowing strength, demographic methods,
empirical Bayes, empirical best linear unbiased prediction, hierarchical

Bayes, synthetic estimation

1. INTRODUCTION

The terms “small area” and “local area” are com-
monly used to denote a small geographical avea,
suchk as a county, a municipality or a census divi-
sion. They may also describe a “small domain,” i.e.,
a small subpopulation such as a specific age-sex-race
group of people within a large geographical area. In
this paper, we use these terms interchangeably.

The use of small area statistica originated several
centuries age. Brackstone (1987) mentions the exis-
tence of such statistics in 11th century England and
17th century Canada. Many other countries may
well have similar early histories. However, these
early small area statistics were all haged eitheron a
census or on administrative records aiming at com-
plete enumeration.

For the past few decades, sample surveys, for
most purposes, have taken the place of complete
enumeration or census as a more cost-effective
means of obtaining information on wide-ranging
topics of interest at frequent intervals over time,
Sample survey data certainly can be used to derive

M. Ghosh is Professor, Department of Statistics,
University of Floride, Guinesville, Florida 32611-
2048, J. N. K. Rao is Professor of Statistics, Depart-
ment of Mathematics and Statistics, Carleton Uni-
versity, Ottawa, Ontario, Canada K15 5B8.

reliable estimators of totals and means for large ar-
eas or domains. However, the usual direct survey
estimators for a small area, based on data only from
the sample units in the area, are likely to yield un-
acceptably large standard errors due to the unduly
small size of the sample in the area. Sample sizes
for small areas are typically small because the over-
all sample size in a survey is usually determined to
provide specific accuracy at a much higher level of
aggregation than that of small areas. Thus, until re-
cently, the use of survey data in developing reliable
small area sfatistics, possibly in conjunction with
the census and administrative data, has received
very little attention.

Things have changed significantly during the last
few years, largely due to a growing demand for re-
liable small area statistics from both the public and
private sectors. These days, in many countries in-
cluding the United States and Canada, there is “in-
creasing government concern with issues of distri-
bution, equity and disparity” (Brackstone, 1987).
For example, there may exist geographical sub-
groups within a given population that are far below
the average in certain respects, and need definite
upgrading. Before taking remedial action, there is
a need to identify such regions, and accordingly, one
must have statistical data at the relevant geograph-
ical levels., Small area statistics are also needed
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in the apportionment of government funds, and in
regional and city planning, In addition, there are
demands from the private sector since the policy-
making of many businesses and industries relies on
local socio-economic conditions. Thus, the need for
small area statistics can arise from diverse sources.

Demands of the type described above eould not
have been met without significant advances in sta-
tistical data processing. Fortunately, with the ad-
vent of high-speed computers, fast processing of
large data sets made feasible the provision of timely
data for small areas. In addition, several power-
ful statistical methods with sound theoretical foun-
dation have emerged for the analysis of local area
data. Such methods “borrow strength” from related
or similar small areas through explicit or implicit
models that connect the small areas via supplemen-
tary data {e.g., census and administrative records).
However, these methods are not readily available
in a package to the user, and a unified presentation
which compares and contrasts the competing meth-
ods has not been attempted before.

Earlier reviews on the topic of small area esti-
mation focussed on demographic metheds for pop-
ulation estimation in post-censual years. Morri-
son (1971) covers the pre-1970 period very well, in-
cluding a bibliography. National Research Coun-
cil (1980) provides detailed information as well as
a critical evaluation of the Census Bureau's proce-
dures for making post-censual estimates of the pop-
ulation and per capita income for local areas. Their
document was the report of a panel on small-area es-
timates of population and income set up by the Com-
mittee on National Statistics at the request of the
Census Bureau and the Office of Revenue Sharing
of the U.S. Department of Treasury. This document
also assessed the “levels of accuracy of current esti-
mates in light of the uses made of them and of the
effect of potential errors on these uses.” Purcell and
Kish (1979) review demographic methods as well as
statistical methods of estimation for small demains.
An excellent review provided by Zidek (1982) in-
troduces a criterien that can be used to evaluate
the relative performance of different methods for
estimating the populations of local areas. McCul-
lagh and Zidek (1987} elaborate this eriterion more
fully. Statistics Canada (1987) provides an overview
and evaluation of the population estimation meth-
ods used in Canada.

Prompted by the growing demand for reliable
small area statistics, several symposia and work-
shops were also organized in recent years, and some
of the proceedings have also been published: Na-
tional Institute on Drug Abuse, Princeton Confer-
ence {see National Institute on Drug Abuse, 1879),
International Symposium on Small Area Statistics,

Ottawa [see Platek et al. {1987) for the invited
papers and Platek and Singh (1986) for the con-
tributed papers presented at the symposium]; Inter-
national Symposium on Small Area Statistics, New
Orleans, 1988, organized by the National Center
for Health Statistics; Workshop on Small Area Es-
timates for Military Personnel Planning, Washing-
ton, D.C., 1989, organized by the Committee on Na-
tional Statistics; International Scientific Conference
on Small Area Statistics and Survey Designs, War-
saw, Poland, 1992, (see Kalton, Kordos and Platek,
1993). The published proceedings listed above pro-
vide an excellent collection of both theoretical and
application papers.

Reviews by Rao (1986} and Chaudhuri (1992)
cover more recent techniques as well as traditional
methods of small area estimation. Schaible (1992)
provides an excellent account of small area estima-
tors used in .S, Federal programs (see NTIS, 1993,
for a full report prepared by the Subcommittee on
Small Area Estimation of the Federal Committee on
Statistical Methodology, Office of Management and
Budget).

The present article considerably updates earlier
reviews by introducing several recent techniques
and evaluating them in the light of practical consid-
erations. Particularly noteworthy among the newer
methods are the empirical Bayes (EB), hierarchical
Bayes (HB) and empirical best linear unbiased pre-
diction (EBLUP) procedures which have made sig-
nificant impact on small area estimation during the
past decade. Before discussing these methods in the
sequel, it might be useful to mention a few impor-
tant applications of small area estimation methods
as motivating examples.

As our first example, we cite the Federal-State
Cooperative Program (FSCP) initiated by the U.S.
Bureau of the Census in 1967 (see National Re-
search Council, 1980). A basic goal of this pro-
gram was to provide high-quality, consistent series
of county population estimates with comparability
from area to area. Forty-nine states (with the ex-
ception of Massachusettis) currently participate in
this program, and their designated agencies work
together with the Census Bureau under this pro-
gram. In addition to county estimates, several mem-
bers of the FSCP now preduce subcounty estimates
as well. The FSCP plays a key role in the Cen-
sus Bureau's post censual estimation program as the
FSCP contacts provide the bureau a variety of data
that can be used in making post censual population
estimates. Considerable methodological research on
small area population estimation is being conducted
in the Census Burean.

Our second example is taken from Fay and Her-
riot (1979) whose ohjective was to estimate the per
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capita income (PCI) for several small places. The
U.S. Census Bureau was required to provide the
Treasury Department with the PCI estimates and
other statistics for state and lacal governments re-
ceiving funds under the General Revenue Sharing
Program. These statistics were then used by the
Treasury Department to determine allocations to
the local governments within the different states
by dividing the corresponding state allocations, Ini-
tially, the Census Bureau determined the current
estimates of PCI by multiplying the 1970 census
estimates of PCI in 1969 (based on a 20 percent
sample) by ratios of an administrative estimate of
PCI in the current year and a similarly derived es-
timate for 1969. The bureau then confronted the
problemn that among the approximately 39,000 lo-
cal government units about 15,000 were for places
having fewer than 500 persons in 1870. The sam-
pling errors in the PCI estimates for such small
places were large: for a place of 500 persons the
coefficient of variation was about 13 percent while
it increased to about 30 percent for a place of 100
persons. Consequently, the Bureau initially decided
to set aside the census estimates for these small
areas and use the corresponding county PCI esti-
mates in their place. This solution proved unsat-
isfactory, however, in that the census estimates of
PCI for a large number of small places differed sig-
nificantly from the corresponding county estimates,
after taking account of the sampling errors. Fay
and Herriot (1979) suggest better estimates based
on the EB method and present empirical evidence
that these have average error smaller than either
the census sample estimates or the county aver-
ages. The proposed estimate for a small place is
a weighted average of the census sample sstimate
and a “synthetic” estimate obtained by fitting a lin-
ear regression equation to the sample estimates of
PCI using as independent variables the correspond-
ing county averages, tax-return data for 1969 and
data on housing from the 1970 census. The Fay-
Herriot method was adopted by the Census Bureau
in 1974 to form updated estimates of PCI for small
places. Section 4 discusses the Fay-Herriot model
and similar models for other purposes, all invelving
linear regression models with random small area ef-
fects.

Qur third example refers to the highly debated
and controversial issue of adjusting for population
undercount in the 1980 U.S. Census. Every tenth
year since 1790 a census has been taken to count
the U.S. population. The census provides the pop-
ulation count for the whole country as well as for
each of the 50 states, 3000 counties and 39,000 civil
divisions. These counts are used by the Congress
for apportioning funds, amounting to about 100 bil-

lion dellars a year during the early 1980s, to the
different state and local governments.

It is now widely recognized that complete cover-
age is impossible. In 1980, vast sums of money and
intellectual resources were expended by the U.S.
Census Bureau on the reduction of non-coverage.
Despite this, there were complaints of undercounts
by several major cities and states for their respec-
tive areas, and indeed New York State filed 2 law-
suit against the Census Bureau in 1980 demanding
the Bureau to revise its count for that state.

An undercount is the difference between omis-
sions and erroneous inclusions in the census, and
it is typically positive, In New York State's law
suit against the Census Bureau, E.P. Ericksen and
J.B. Kadane, among other statisticians, appeared as
the plaintiff’s expert witnesses. They proposed us-
ing weighted averages of sample estimates and syn-
thetic regression estimates of the 1980 Census un-
dercount, similar to those of Fay and Herriot {1379}
for PCI, to arrive at the adjusted population counts
of the 50 states and the 16 large cities, including the
State of New York and New York City. The sam-
ple estimates are obtained from a Post Enumera-
tion Survey. Their general philesophy on the role of
adjustment as weil as the explicit regression mod-
els used for obtaining the regression estimates are
documented in Ericksen and Kadane (1985) and Er-
icksen, Kadane and Tukey (1989). These authors
also suggest using the regression equation for areas
where no sample data are available. As a histori-
cal aside, we may point out here that the regression
method for improving local area estimates was first
used by Hansen, Hurwitz and Madow (1953, pages
483—486), but its recent popularity owes much to
Ericksen (1974),

While the Ericksen-Kadane proposal was ap-
plauded by many as the first serious attempt to-
wards adjustment of Census undercount, it has also
been vigorously criticized by others (see, e.g., the
discussion of Ericksen and Kadane, 1985). In par-
ticular, Freedman and Navidi (1986, 1992) criticized
them for not validating their model and for not mak-
ing their assumptions explicit. They also raise sev-
eral other technical issues, including the effect of
large biases and large sampling errors in the sam-
pie estimates. Ericksen and Kadane {1987, 1992),
Cressie (1989, 1992), Isaki et al. (1987) and oth-
ers address these difficulties, but clearly further re-
search is needed. Researchers within and outside
the U.8. Census Bureau are currently studying var-
ious models for census undercount and the proper-
ties of the resulting estimators and associated mea-
sures of uncertainty using the EBLUF, EB, HB and
related approaches.

Our fourth example, taken from Battese, Harter
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and Fuller (1988}, concerns the estimation of areas
under corn and soybeans for each of 12 counties
in North-Central Iowa using farm-interview data
in conjunction with LANDSAT satellite data, Each
county was divided into area segments, and the ar-
eas under corn and aoybeans were ascertained for a
sample of segments by interviewing farm operators;
the number of sample segments in a county ranged
from 1 to 6. Auxiliary data in the form of num-
bers of pixels {a term used for “picture elements”
of about 0.45 hectares) classified as corn and soy-
beans were also obtained for all the area segments,
including the sample segments, in each county us-
ing the LANDSAT satellite readings. Battese, Har-
ter and Fuller (1988) employ a “nested error regres-
sion” model involving random small area effects and
the segment-level data and then obtain the ERLUP
estimates of county areas under corn and aoybeans
using the classical components of variance approach
(see Section 5). They also obtain estimates of mean
squared error (MSE) of their estimates by taking
into account the uncertainty involved in estimating
the variance components. Datta and Ghosh (1991)
apply the HB approach to these data and show that
the two approaches give similar results.

Our final example concerns the estimation of
mean wages and salaries of units in a given in-
dustry for each census division in a province using
gross business income as the only awdliary vari-
able with known population means {see Sarndal and
Hidiroglou, 1389). This example will be used in Sec-
tion § to compare and evaluate, under simple ran-
dom sampling, several competing small area esti-
mators discussed in this paper, treating the census
divisions as small areas. We were able to compare
the actual errors of the different small area estima-
tors since the true mean wages and salaries for each
small area are known.

The outline of the paper is as follows, Section 2
gives a brief account of classical demographic meth-
ods for local estimation of population and other char-
acteristics of interest in post-censual years. These
methods use current data from administrative reg-
isters in conjunction with related data from the lat-
est census. Section 3 provides a discussion of tra-
ditional synthetic estimation and related methods
under the design-based framework. Two types of
small area models that include random area-specific
effects are introduced in Section 4. In the first
type, only area specific auxiliary data, related to
parameters of interest, are available. In the sec-
ond type of models, element-specific auxiliary data
are available for the population elements; and the
variable of interest is assumed to be related to these
variables through a nested error regression model,
We present the EBLUF, EB and HB approaches to

small area estimation in Section 5 in the context of
basic models given in Section 4. Both point estj-
mation and measurement of uncertainty associated
with the estimators are studied. Section 6 compares
the performances of several competing small area
estimators using sample data drawn from a syn-
thetic population resembling the business popula-
tion studied by Sirndal and Hidiroglou (1989). In
Section 7, we focus on special problems that may be
encountered in implementing model-based methods
for small area estimation. In particular, we give
a brief account of model diagnostics for the basic
models of Section 4 and of constrained estimation,
Various extensions of the basic models are also men.
tioned in this section. Finally, some concluding re-
marks are made in Section 8.

The scope of our paper is limited to methods of
estimation for small areas; but the development
and provision of small area statistics involves many
other issues, including those related to sample de-
sign and data development, organization and dis-
semination. Brackstone (1987) gives an excellent
account of these issues in the context of Statistics
Canada’s Small Area Data Program. Singh, Gam-
bine and Mantel (1992) highlight the' need for de-
veloping an overall strategy that includes planning,
designing and estimation stages in the survey pro-
cess.

2. BEMOGRAFHIC METHODS

As pointed out earlier, demographers have long
been using a variety of methods for local estimation
of population and other characteristics of interest
in post-censual years. Purcell and Kish (1980) cat-
egorize these methods under the general heading
of Symptomatie Accounting Techniques (SAT). Such
techniques utilize current data from administrative
registers in conjunction with related data from the
latest census. The diverse registration data used in
the U.8. include “symptomatic” variables, such as
the numbers of births and deaths, of existing and
new housing units and of school enrollments whose
variations are strongly related to changes in popu-
lation totals or in its components. The SAT methods
studied in the literature include the Vital Rates (VR)
method (Bogue, 1950), the composite method {Bogue
and Duncan, 1959), the Census Component Method
IT (CM-II) (U.8. Bureau of the Census, 1966), and
the Administrative Records (AR) method (Starsinic,
1574), and the Housing Unit (HU) method (Smith
and Lewis, 1980,

The VR method uses only birth and death data,
and these are used as symptomatic variables rather
than as components of population change. First, in
a given year, say #, the annual number of births,
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b:, and deaths, d;, are determined for a local area.
Next the crude birth and death rates, ry; and rg, for
that local area are estimated by
Ty = rotBy/Rip), ror = Fag{Ra:/Rag),

where ryg and ry respectively denote the crude birth
and death rates for the local area in the latest cen-
sus year {¢ = 0} while Ry,(Ry) and R1o{Rz) respec-
tively denote the crude birth (death) rates in the
current and census years for a larger area contain-
ing the local area. The population P, for the local
area at year ¢ is then estimated by

Pg = %(bg/!‘h +d;7r2,).

As pointed cut by Marker {1983), the success of the
VR method depends heavily on the validity of the as-
sumption that the ratios ry,/rip and ra;/rgg for the lo-
cal area are approximately equal to the correspond-
ing ratios, Ry /Ry and Ry /Rag, for the larger area,
Such an assumption is often questionable, however.
The composite method is an extension of the VR
method that sums independently computed age-sex-
race specific estimates based on births, deaths and
school enrollments (see Zidek, 1982, for details).
The CM-II method takes account of net migration
unlike the previous methods. Denoting the net mi-
gration in the local area during the period since the
last census as m;, an estimate of P, is given by

P,=P0+bg—d;+m¢,

where P, is the population of the local area in the
census year { = 0. In the U.S,, the net migration is
further subdivided into military and civilian migra-
tion. The former is readily obtainable from admin-
istrative records while the CM-II estimates civilian
migration from school enrollments. The AR method,
on the other hand, estimates the net migration from
records for individuals as opposed to collect units
like schools (see Zidek, 1982, for details).
The HU method expresses P, as

P, = {(HXPPH,)+ GQ,,

where H, is the number of occupied housing units at
time ¢, PPH, ig the average number of persons per
housing unit at time ¢ and G@, is the number of per-
sons in group quarters at time ¢, The quantities H,,
FPPH, and G@; all need to be estimated. Smith and
Lewis (1980) report different methods of estimating
these quantities.

As pointed out by Marker (1983}, most of the es-
timation methods mentioned above can be identi-
fied as special cases of multiple linear regression.

Regression-symptomatic procedures also use multi-
ple linear regression for estimating local area popu-
lations utilizing symptomatic variables as indepen-
dent variables in the regression equation. Two such
procedures are the ratio-correlation method and the
difference-correlation method. Briefly, the former
method i3 as follows: Let 0,1 and #(> 1) denote two
consecutive census years and the current year, re-
spectively. Also, let P;, and S;;, be the population
and the value of the jth symptomatic variable for the
ith local area ( = 1,...,m) in the year al(= 0,1, ).
Further, let p;, = Pia/TiPi and sy, = S0/Ei8;,
be the corresponding proportions, and write R] =
Pi/Pio, Bi = pulpin, 1 = sin/syo and ry = syfs.
Using the data (R:,r".l,...,rgp;i =1,...,m)and mul-
tiple regression, we first fit

(2.1) Ri=By+Bir+...+Briy,

where Js are the estimated regression coefficients
that link the change, R}, in the population pro-
portions between the two census years to the cor-
responding changes, rl'j, in the proportions for the
symptotmatic variables. Next the changes, E;, in
the post censual period are predicted as

ﬁ;:ﬁ{,+ﬁ’lru+...+ﬁi’,r;‘,,

using the known changes, ry;, in the symptomatic
proportions in the post censual period and the es-
timated regression coefficients. Finally, the current
population counts, P, are estimated as

Py =Ry (Zpu) ,

where the total current count, X;P;,, is ascertained
from other sources. In the difference-correlation
methoed, differences between the proportions at the
two pairs of time points, (0,1) and (1,#), are used
rather than their ratios.

The regression-symptomatic procedures deseribed
above use the regression coefficients, 5;, in the last
intercensual period, but significant changes in the
statistical relationship can lead to errors in the cur-
rent postcensal estimates. The sample-regression
method (Ericksen, 1974) avoids this problem by us-
ing sample estimates of B, to establish the current
regression equation. Suppose sample estimates of
Ij’, are Evailable for £ out of m local areas, say
Ry,...,R;. Then one fits the regression equation

Ri=Bo+Bra+...+dry
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to the data (R Tileooos rip} from the £ sampled ar-
eas, instead of (2.1); and then obtains the sample-
regression estimators, Ry, for all the areas using
the known symptomatic raties r; i=1,...,m)
Ri(reg) = Bo+ O+ +ﬁprip'

Using 1970 census data and sample data from the
Current Population Survey (CPS), Ericksen (1974)
has shown that the reduction of mean error is slight
compared to the ratio-correlation method but that
of large errors (10% or greater) is more substantial.
The suceess of Ericksen’s method depends largely on
the size and quality of the samples, the dynamics of
the regression relationships and the nature of the
variables,

3. SYNTHETIC AND RELATED ESTIMATORS

Gonzalez (1973) describes synthetic estimates as
foliows: “An unbiased estimate is obtained from
a sample survey for a large area; when this esti-
mate is used to derive estimates for subareas un-
der the assumption that the small areas have the
same characteristics as the large area, we iden-
tify these estimates as synthetic estimates.” The
National Center for Health Statistics {1968) first
used synthetic estimation to calculate state esti-
mates of long and short term physical disabilities
from the National Health Interview Survey data.
This method is traditionally used for small area es-
timation, mainly because of its simplicity, applica-
bility to general sampling designs and potential of
increased accuracy in estimation by borrowing in-
formation from similar small areas. We now give
a brief account of synthetic estimation and related
methods, under the design-based framework.

3.1 Synthetic Estimation

Suppose the population is partitioned into large
domains g for which reliable direct estimators, Y
of the totals, Y., can be calculated from the survey
data; the small areas, i, may cut across g so that
Y = 5,Yy, where Y, is the total for cell (i,g). We
assume that auxiliary information in the form of
totals, X, is also available. A synthetic estimator
of small area total Y; = 2,.Y,, is then given by

(3.1) YE =Y (X /X Y,
: F-4

where X.g- = ¥, X, (Purcell and Linacre, 1976;
Ghangurde and Singh, 1977), The estimator (3.1)
has the desirable consistency property that I; ¥F

equals the reliable direct estimator ¥’ = Eng of

the population total ¥, unlike the original estimator
proposed by the National Center for Health Statis-
ties {1968) which uses the ratio X, /XX, instead of
Xp/X ~

The direct estimator ¥', used in (3.1) is typically
a ratio estimator of the form

(Zeo (o)

where s, denotes the sample in the large domain g
and w, is the sampling weight attached to the fth
element. For this choice, the synthetic estimator
(3.1) reduces to ¥¥ = 5,X, (Y, /X,).

If 17,‘3 is approximately design-unbiased, the
design-bias of f"f is given by

X =Y, /XX,

EYH) Y23 XV /Xy - Y /X,
£

which is not zero unless ¥, /X, = ¥, /X, forallg. In
the special case where the auxﬂxary information X,
equals the population count Ny, the latter condjtmn
is equivalent to assuming that the small area means
?L-g in each group g equal the overall group mean,
?‘g. Such an assumption is quite strong, and in fact
synthetic estimators for some of the areas can be
heavily biased in the design-based framework.

It follews from (3.1) that the design-variance of YS

will be small since it depends anly on the variances
and covariances of the reliable estimators Y’ The
variance of Y,S is readily estimated, but it is more
difficult to estimate the MSE of Y‘S. Under the as-
sumption cov{l?,-, 171.3) = 0, where f’, is a direct, un-
biased estimator of Y}, an approximately unbiased
estimator of MSE is given by
(3.2) mse(Y5) = (F5 - ) — o).
Here v(f_i}) is a design-unbijased estimator of vari-
ance of ¥;. The estimators (3.2), however, are very
unstable. Conseguently, it is customary to average
these estimators over { to get a stable estimator of
MSE (Gonzalez, 1973), but such a global measure
of uncertainty can be misleading. Note that the as-
sumption cov(Y;, Y7) = 0 may be realistic in practice
since YS is much less variable than 17

Nlcho] (1977) proposes to add the synthetic esti-
mate, Yl , as an additional independent variable in
the sample-regression method. This method, called
the combined synthetic-regression method, showed
improvement, in empirical studies, over both the
synthetie and sample-regression estimates.
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Chambers and Feeney (1377) and Purcell and
Kish (1380} propose structure preserving estimation
(SPREE} as a generalization of synthetic estimation
in the sense it makes a fuller use of reliable direct
estimates. SPREE uses the well-known method of
iterative proportional fitting of margins in a multi-
way table, where the margins are direct estimates.

3.2 Composite Estimation

A natural way to balance the potential bias of a
synthetic estimator against the instability of a di-
rect estimator is to take a weighted average of the
two estimators. Such composite estimators may be
written as .

{3.3) ?F = w; Y1 + (1 —w) ¥,

where ?1,- is a direct estimator, 1721 is an indirect es-
timator and w; is a suitably chosen weight (0 < w; <

1). For examp]e the unbiased estimator Y may | be
chosen as Yh, and the synthetic estimator YS as Yz,
Many of the estimators proposed in the hterature
both design-based and model-based, have the form
(3.3). Section 5 gives such estimators under realis-
tic small area models that account for area-specifie
effects. In this subsection, we mainly focus on the
determination of welghts w;, in the design-based
framework using ¥y; = ¥, and ¥y, = YS

Optimal weights, w;(opt), may be obtained by
minimising the MSE of ¥* with respect to w; as-

13
suming cov(Y;, ¥¥) < O:

(3.4) wlopt) = MSE (Y3)/[MSE (¥5) + V(¥,)].

The optimal weight (3.4} may be estimated by sub-
stituting the estimator mse (¥®) given in (3.2) for
the numerator and (17';9 - f’i)z for the denomina-
tor, but the resulting weights can be very unsta-
ble. Schaible (1978) proposes an “average” weight-
ing scheme based on several variables to overcome
this difficulty, noting that the composite estimator
is quite robust to deviations from w;(opt). Another
approach (Purcell and Kish, 1979) uses a common
weight, w, and then minimizes the average MSE,
ie., m™'T; MSE (YY), with respect to w. This leads
to estimated weight of the form

Z U(ﬁ)/ Z(is ~ P

(35)  @lopt) =1 —

If the variances of i—’s are approximately equal,
then we can replace (Y;) by the average o =

Z‘U(f’,-)/m in which case (3.5) reduces to James-
Stein type weight:

dopt) = 1 — ma/ SFE - FR

The choice of a common weight, however, is not rea-
sonable if the individual variances, V(f’i), VAry con-
siderably., Also, the James-Stein estimator can be
less efficient than the direct estimator, Y;, for some
individual areas if the small areas that are pooled
are not “similar” (C.R. Rao and Shinozaki, 1978).

Simple weights, w;, that depend only on the do-
main counts or the domain totals of a covariate x
have also been proposed in the literature. For ex-
ample, Drew, Singh and Choudhry (1982) propose
the sample size dependent estimator which uses the
weight

1, if N; > 6N,
(3.6} w;(D) = {

Nij(6N;), otherwise,
where N; is the direct, unbiased estimator of the
known domain population size N; and & is subjec-
tively chosen to eontrol the contribution of the syn-
thetic estimator. This estimator with § = 2/3 and
a generalized regression synthetic estimator replac-
ing the ratio synthetic estimator }7’[5 is currently be-
ing used in the Canadian Labour Force Survey to
produce domain estimates. Sirndal and Hidiroglou
(1989) propose an alternative estimator which uses
the weight

1, if N; > N,
(3.7) wi(8) =

(N /N1, otherwise,
where % is subjectively chosen. They, however, sug-
gest & = 2 as a general-purpose value. Note that the
weights (3.6) and (3.7) are identical if one chooses
b=1land h =2.

To study the nature of the wetghts w,(D) or 1w,(8),
let us consider the special case of simple random
sampling of n elements from a population of N ele-
ments. In this case, N; = ¥(n;/n), where the random
variable n; is the sample size in ith domain. Taking
& = 1 in (3.6}, it now follows that w(D) = w,(S) = 1
if n; is at least as large as the expected sample size
E{n;) = n{N,/N), that is, the sample size dependent
estimators can fail to borrow strength from related
domains even when E(n,-)nis not large enough to
make the direct estimator ¥; reliable. On the other
hand, when &; < N; the weight w;(D}, which equals
wi{S) when i = 2, decreases as n; decreases. As a



result, more weight is given to the synthetic compo-
nent as n; decreases. Thus, the weights behave well
unlike in the case N, > N;. Another disadvantage is
that the weights do not take account of the size of
between area variation relative to within area vari-
ation for the characteristic of interest, that is, all
characteristics get the same weight irrespective of
their differences with respect to between area ho-
mogeneity.

Holt, Smith and Tomberiin (1979) obtain a best
linear unbiased prediction (BLUP) estimator of Y,
under the following model for the finite population:

el = fg + €gp,
(3.8)£ Yige = lig +€ip

= Nig; g=1,....G; elles

where y,g; is the y-value of the fth umit in the cell
{i,g), pg's are fixed effects and the errors €ige AYE UN-
correlated with zero means and variances of. Fur-
ther, N;, denotes the number of population elements
in the large domain g that belong to the small area
i. Suppoese n;, elements in a sample of size » fall
in cell (i,8), and let 7, and 7, denote the sample
means for (i,g) and g, respectively,

The best linear unbiased estimator of y, under
(3.8) is fiy = ¥, which in turn leads to the BLUP
estimator of Y; given by

2378,
g

where Yg is a compasite estimator of the total ¥;,
giving the weight wy, = ng /N, to the direct esti-
mator f’ig = Nig¥ig, and the weight 1 — wy to the
synthetic estimator Y5 = Ngy,. It therefore fol-
lows that the BLUPF estimator of ¥; tends to the
synthetic estimator Y3 = T,Ny¥, if the sampling
fraction n, /N, is negligible for all g, irrespective of
the size of between area variation relative to within
area variation. This limitation of model (3.8) can be
avoided by using more realistic models that include
random area-specific effects. We consider such mod-
els in Section 4, and we obtain small area estimators
under these models in Section 5 using a general EB
or a variance components approach as well as a HB
procedure.

4. SMALL AREA MODELS

We now consider small area models that include
random area-specific effects. Two types of mod-
els have been proposed in the literature. In the
first type, only area-specific auxiliary data x; =

(xjy.... .x,—p}T are available and the parameters of in-
terest, &, are assumed to be related to x;. In partic-
ular, we assume that

4.1y O =xTB+v;z, i=1.....m,

where the z;'s are known positive constants, 3 is the
vector of regression parameters and the v;'s are in-
dependent and identically distributed (iid) random
variables with
Elv)=0, V(v,-}:crf.

In addition, normality of the random effects v; is of-
ten assumed. In the second type of models, element-
specific auxiliary data x5 = (x51,....2)7 are avail-
able for the population elements, and the variable of
interest, y;;, is assumed to be related to x;; through
a nested error regression model:

=l
Yi = X0 + Ui +ey,
( -2) i i 1 i
i Belyea N i=1...,m.

Here e;; = £,k and the &;s are iid random vartables,
independent of the v;'s, with
EE) =0, Vig,) = o,

the %;’s being known constants and N; the number
of elements in the ith area. In addition, normality
of the v;'s and &;’s is often assumed. The parameters
of inferential interest here are the small area totals
Y,’ or the means ?,; = Y,/Nz

For making inferences about the 4;'s under model
(4.1), we assume that direct estimators, fi;, are avail-
able and that

{4.3) éi=ﬂi+€,‘, i=1,.,.,m

where the ¢;’s are sampling errors, E(e;|6;} = 0 and
Vie;18;} = 1, that is, the estimators §; are design-
unbiased. It is alse customary to assume that the
sampling variances, ¥;, are known. These assump-
tions may be quite restrictive in some applications.
For example, in the case of adjustment for census
underenumeration, the estimates f; obtained from
a post-enumeration survey {PES) could be seriously
biased, as noted by Freedman and Navidi (1986).
Simlarly, if ¢; is a nonlinear function of the small
area total Y; and the sample size, n; is small, then
&; may be seriously biased even if the direct estima-
tor of ¥, is unbiased. We also assume normality of
the §;'s, but this may not be as restrictive as the ner-
mality of the random effects v, due to the central
limit theorem's effect on the §/’a.
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Combining (4.3) and (4.1}, we obtain the model

(4.4) bi=xTP+viz; +e, i=1,....m

which is a special case of the general mixed linear
model. Note that (4.4) involves design-induced ran-
dom variables, e;, as well as model-based random
variables v;.

Turning to the nested error regression model (4.2),
we agsume that a sample of size n; is taken from the
ith area and that selection bias is absent; that is, the
sample values also obey the assumed model. The
latter is satisfied under simple random sampling. It
may also be noted that mode! (4.2) may not be appro-
priate under more complex sampling designs, such
as stratified multistage sampling, since the design
features are not incorporated. However, it is possi-
ble to extend this model to account for such features
(see Section T).

Writing model {4.2) in matrix form as

(4.5) vV =Xg+0, +ef,

where X‘P 1sN xp,yPeE and If are N; x 1 and

b ]

¥=(1,. , We can partition (4.5) as
_wm | X RS €
o -]l [2]-[2].

where the superscript + denctes the nonsampled el-
ements. Now, writing the mean Y; as

(4.7 Y =f5:+ (1 - )51,

with f; = n;/N; and §;, #7 denoting the means for
sampled and nonsampled elements respectively, we
may view estimation of ¥, as equivalent to predic-
tion of 7! given the data {y;} and {X;}.

Various extensions of models (4.4) and (4.8), as
well as models for binary and Poisson data, have
been proposed in the literature. Some of these ex-
tensions will be briefly discussed in Section 7.

In the examples given in the Introduction, the
models considered are special cases of (4.4) or (4.6).
In Example 3, Ericksen and Kadane (1985, 1987)
use madel (4.4} with z; = 1 and assume oZ to be
known, Here &, is a PES estimaie of census under-
count #; = {(T; — C;)/T:}100, where T; is the true
(unknown) count and C, is the census count in the
ith area. Cressie (1992) uses (4.4) with z, = C]/%,
where §; is a PES estimate of the adjustment factor
&4 = T;/C;. In Example 2, Fay and Herriot (1979}
use (4.4) with z; = 1, where §; is a direct estimator
of §; = log P; and F; is the average percapita income
(PCI) in the ith area. Further, x73 = 3, + yx; with
x; denoting the associated county value of log (PCD

from the 1970 census. In Example 4, Battese, Har-
ter and Fuller (1988) use model (4.6) with 4;

and xT,B 8 + Bixyy; + Baxayy, where yj;,xy; and X‘zg
respectwely denote the number of hectares of corn
{or soybeans), the number of pixels classified as corn
and the number of pixels classified as soybeans in
the jth area segment of the ith county. A suitable
model for cur final example is also a special case
of (4.8) with x]3 = 3, + Bix;; and k; = - Y2 where
¥; and x; respectively denote the total wages and
salaries and gross business income for the jth firm
in the ith area (census division).

5. EBLUP, EB AND HB APPROACHES

We now present the EBLUPF, EB and HB ap-
proaches to small area estimation in the context of
models (4.4} and {4.6). Both point estimation and
measurement of uncertainty associated with the es-
timators will be studied.

5.1 EBLUP (Variance Components) Approach

As noted in Section 4, most small area models
are special cases of a general mixed linear model
invelving fixed and random effects, and small area
parameters can be expressed as linear combinations
of these effects. Henderson (1950) derives BLUP
estimators of such parameters in the classical fre-
quentist framework. These estimators minimize the
mean squared error among the class of linear un-
biased estimators and do not depend on normal-
ity, similar to the best linear unbiased estimators
{BLUEs) of fixed parameters. Robinson (1981) gives
an excellent account of BLUP theory and examples
of its application.

Under model (4.4), the BLUP estimator of #; =
x7 A3 + v;z; simplifies to a weighted average of the
direct estimator §; and the regression-synthetic es-
timator x7 3:

(5.1) O =48, + (1 — w)xTB,

where the superseript H stands for Henderson,

-1
= {Zxx /(a?z +U;}
-[E:xﬂJw&?+%4

=l

{5.2}

is the BLUE estimator of 3 and

7 = w223 okt 4 ),
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The weight -+, measures the uncertainty in mod-
elling the &5, namely, af,z? relative to the total vari-
ance o’z? + ¥;. Thus, the BLUP estimator takes
proper account of between area variation relative
to the precision of the direct estimator. It is valid
for general sampling designs since we are modelling
only the 8;s and not the individual elements in the
population. It is aiso design consistent since - — 1
as the sampling vanance v; — 0.

The mean squared error (MSE) of # under model
(4.4) may be written as

My(o?) = BB — 6,7 = g,(0?) + gaila?),
where
€1o7) = aZzlpilole? + )™t =y

and
-1
gm(af) =(1-— '7;)2x,r [Z x;-x?'/(crfzf + 1/Jj):| x;.

The first term g1:{02) is of order (1) while the sec-
ond term go:(o?), due to estimating j, is of order
O(m~1} for large m.

The BLUP estimator (5.1) depends on the vari-
ance component o? which is unknown in practical
applications. However, various methods of estimat-
ing variance components in & general mixed linear
model are available, including the method of fitting
constants or moments, maximum likelihood (ML)
and restricted maximum likelihood (REML). Cressie
(1992) gives a succinet account of these methods in
the context of model (4.4). All these methods yield
asymptotically consistent estimators under realistic
regularity conditions.

Replacing ¢? with an asymptotically consistent
estimator &2, we obtain a two-stage estimator, 9H s
which is referred to as the empirical BLUP or
EBLUP estimator (Harville, 1991), in analogy with
the EB estimator. It remains unbiased provided (i)
the distributions of v; and e; are both symmetric
{not necessarily normal); (ii) 52 is an even function
of 4 and remains invariant when #, is changed to
g - x?a for all a (Kackar and Harville, 1984). Stan-
dard methods of estimating variance components ail
satisfy (ii). We may also point out that the MSE of
the EBLUP estimator appears to be insensitive to
the choice of the estimator &7,

If normality of the errars v; also holds, then we
can write the MSE ofﬁf’ as

(5.3)  Mylo?) = My(o2)+ BOF — §A)2,

see Kackar and Harville (1984). It follows from (5.3)
that the MSE of Bf" is always larger than that of the

BLUP estimator #. The second term of (5.3) is not
tractable, unlike the first term My (¢2); but it can
be approximated for large m (Kackar and Harville,
1984, Prasad and Rao, 1990; Cressie, 1992). We
have, for large m,

(5.4) E@F - 87 = gaila?)
where
gailod) = ylztodz? + ) V(aD),

and the neglected terms in the approximation (5.4)
are of lower order than O{m~'). Here V(62) de-
notes the asymptotic variance of ¢2; Cressie {1992)
gives the agymptotic variance formulae for ML and
REML estimators. It is customary to ignore the un-
certainty in 5% and use M{(62) = g1, (52) + go;(62) as
an estimator of MSE of §ff , but this procedure could
lead to severe underestimation of the true MSE.
A correct, approximately unbiased estimator of
MSE (8) is given by

(5.5)  mselff) = gu(62) + 2062 + 2g4,(5%),

(see Prasad and Rao, 1990). The bias of (5.5) is of
lower order than m—1,

Noting that E[E;(y; ~ x! 3 oz + 1) = m — p,
a method of moments estimator &2 can be obtained
by solving iteratively

S i -2l B etz + ) = m = p

i=1

in conjunction with (5.2} and letting 62 = 0 when
no positive solution exists (Fay and Herriot, 1979).
This method does not require normality, unlike the
ML and REML. Alfernatively, a simple moment es-
timator is given by 5% = max(5Z, 0), where

{5.6) - Z %{1 —X‘T(Zx,-xg‘) _lx,-}J

and 8* = (Exx7)~! (Z;x;6;) is the ordinary least
squares estimator of 3. The estimator &2 is unbi-
ased for ¢2 and under normality,

=2 _ (s _ pny-1 i RN =L 2V
Uv—ft P] [Zz?(y‘ X,,B)

V(6 = V(62 = 2072 (02 + 4 /2P
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(see Prasad and Rao, 19390 for the case z; = 1).

Lahiri and Rao (1992) show that the estimator of
MSE, (5.5), using the moment estimator (5.6), is also
valid under moderate nonnormality of the random
effects, v;. Thus, inference based on éf" and mse(éf"}
is robust to nonnormality of the randem effects.

We next turn to the nested error regression model
{4.6). The BLUP estimator of ¥; in this case is ob-
tained as follows: (i) using the model y; = X; + vils,
+¢; for the sampled elements, obtain the BLUP es-
timator of X"Tﬁ +v;, where )_(,-‘ is the mean for non-
sampled elements; {ii} substitute this estimator for
#! in (4.7). Thus the BLUF estimator of ¥, is given
by

6D YH =fgi+ (1= [X7 + 5 - 5,5,

where 3 is the BLUE of 3,

1 =ollol 4 ot fw; )7L

with w; = 8 1wU and wj; = ku , and ¥;, and x;,, are
the weighted means with weights w; (see Prasad
and Rao, 1990, and Stukel, 1991). The BLUE
3 is readily obtained by applying ordinary least
squares to the transformed data {ly; — v¥i.)/ ki
(X — %&iw)/ky} (see Stukel, 1991, and Fuller and
Battese, 1973). If (_’.whe sample fraction f; is negligi-

ble, we can write Y# as a composite estimator of
the form
S . ~ — s S AT
(5.8) Y 2 i + s ~ % )TBl + (L - 31X, B,
where X, is the ith area population mean of XS,
It follows from (5.8) that the BLUP estimator is a
weighted average of the “survey regression” estima-
for ¥, + (X‘ — %;,)783 and the regression synthetic
estimator K 3. If k;; = 1 for all (ij), then the sur-
vey regression estimator is approximately design-
unbiased for ¥; under simple random sampling even
if r; ig small. In the case of general ky's, it is modei-
unbiased conditional on the realized local effect v;,
unlike the BLUP estimator which is conditionally
biased.

An empirical BLUP estimator, Y , 15 obtained
from (5.7) by replacing (52, 52) with asymptotically
consistent estimators (&7, #%). Further, assuming
normality of the errors an approximately unbiased

estimator of MSE (YH ), similar to (5.5) under model
(4.4), is given by

mse(?f") =(1-F) [gh(a 0+ gl 6%
(5.9)

L2 .
+2g3,-(0'v,r.r?) .

Here

&ulol, 0% = (o 1) + (1 ~ 2N T,
with kT denoting the vector of &;’s for nonsampled
units in ith area, and

golo?, o8 = (%) — %, TATUR! ~ v,x,,)0°

with

m Ry
_ T % &7
A= Z Z WX X — 'y;w;.x,-wx,w] .

=1 L =1

Further,
galo? o) = w et + o f10;) [UZ’V(&E) + a2V(5%)

— 20252 cov(ap,af)‘.
where ¢ov denotes the asymptotic covariance (see
Stukel, 1991 and Prasad and Rao, 1990).

For the ML and REML methods, the asymptotic
covariance matrix of (52,5%) can be obtained from
general theory (see, e.g., Cressie, 1992} Stukel
{1991) and Fuller and Battese (1973) use the method
of fitting constants which involves two ordinary
least square fittings: first, we calculate the residual
sum of squares, S8E(1), with i, degrees of freedom
by regressing through the origin the y-deviations
k;.’(y‘j —¥...»on the nonzero x-deviations kl.; l(xi_,-—i’:,-w)
for thege areas with n; > 1, Second, we calculate the
residual sum of squares SSE(2) by regressing yiiki

on x;/k;. Then &2 = v]! SSE(1) and 62 = max{52,0)
with
&% = n7MSSEQR) - (n - p)a?),
where
7= will—w,. XLAT %)
with

T
A= Z Z WXy X ;.
4 4

The Appendix gives the variances and covariance of
&% and 2.

Again, ignoring the uncertainty in #2 and 4% and
using Qlu(&f,r'rz) = g;(42,5%) as an estimator of
MSE (?f") could lead to severe underestimation of
the true MSE.

Limited simulation results (Prasad and Rao,
1990; Datta and Ghosh, 1991 and Hulting and
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Harville, 1991) indicate that the estimator of MSE,

mse (Y ¥), given by (5.9), performs well even for
moderate m {as small as 15), provided #2/a? is not
close to zero.

5.2 EB Approach

In the EB approach, the posterior distribution of
the parameters of interest given the data is first
obtained, assumning that the model parameters are
known. The model parameters are estimated from
the marginal distribution of the data, and inferences
are then based on the estimated posterior distribu-
tion. Morris (1983} gives an excellent account of the
EB approach and significant applications.

Under model (4.4) with normal errors, the poste-
rior distribution of §; given §;, and o2 is normal
with mean 8% and variance gy,{c2) = v, where

0% = E6:10;, 8.09) = b, + (1 - v)xT 8.

Under quadratic loss, 62 is the Bayes estimator
of #;. Noting that the f; ~ N(x78, o222 + ;) are
marginally independent, we can cbtain the estima-
tors 4% and 3 as before using ML, REML or the
method of moments. The estimated posterior distri-
bution is N(##8 g,.(52)), where §28 is identical to the
EBLUP estimator 87. A naive EB approach uses 555
as the estimator of §; and measures its uncertainty
by the estimated posterior variance
(5.10) V6,16, B, 67) = g1(6}).
This can lead to severe underestimation of the true
posterior variance V(#;|#) (under a prior distribution
on 3 and o7), although 6%8 = Eig,|6;,3,52) is ap-
proximately equal to the true posterior mean E(6;18),
where 8 = (d,,....6,)7.

The above point is better understood when one
writes

E(6;(8) = E; 2| E®,6;, 8, 02)]
and

Vi618) = Ep 2 [V(8.|4;, B, 02

5.11

( ) +V,ﬁ,a§ [E(Bl Igix ﬁl 0'5)1,

where Es,ag and Vﬂ“,g respectively denote the ex-
pectation and variance with respect to the posterior
distribution of 8 and o2 given the data §. It follows
from (5.11} that (5.10) is a good approximation only
to the first variance term on the right side of (5.11),
but the second variance term is ignored in the naive
EB approach, that is, it fails to take account of the

uncertainty about the parameters 8 and «%. Note
that the form of the prior distribution on 8 and ¢?
is not specified in the EB approach, unlike in the
HB approach (Section 5.3}.

Two methods of aceounting for the underestima-
tion of true posterior variance have been proposed
in the literature. The first methed is based on the
bootstrap (Laird and Louis, 1987), while the second
method uses an asymptotic approximation to the
posterior variance V(%|@) irrespective of the form
of the prior on 8 and ¢! (Kass and Steffey, 1989),
In the bootstrap method, a large number, B, of in-
dependent beotstrap samples {85(b),... .05 & =
1,....B} are first drawn, where £;(b) is drawn from
the estimated marginal distribution N(x7 3,522 +
t). Estimates A"(b) and o2%5) are then computed
from the bootstrap data {8}(b),x;, i = 1,...,m} for
each b, The EB bootstrap estimator of 8, is given by

= s 1 2 - - 2
6= 5 bX,;EwG (b), B*(b),0;%(b))

12
- «EB
= 52 0%R®),
bal
and its uncertainty is measured by

V=

L

| =

B
> Vi8I (), B°(B), 0 22(b)]
(5.12) =

B

+ams S B) - PO
b=l

The second term on the right side of (5.12) accounts

for the underestimation. The EB baotstrap method

looks promising, but further studies on its frequen-

tist performance are needed,

In the Kass-Steffey method, 68 is taken as the es-
timator of §;, but a pesitive correction term is added
to the estimated posterior variance V(4;|4;, 3,42) to
aceount for the underestimation. This term depends
on the observed information matrix and the par-
tial derivatives of 67, evaluated at the ML esti-
mates 3 and 2. This method also looks promis-
ing, but its frequentist properties remain to be in-
vestigated. (Steffey and Kass, 1991 conjecture that
the MSE of EB estimator is approximately equal to
their approximation to the posterior variance.) Kass
and Steffey (1989) also give an improved second-
order; approximation to the true posterior variance,
V{g;|6).

Turning to the nested error regression model (4.6),
the estimated posterior distribution of ¥; given the
data y is normal with mean equal to the EBLUP

Y# and variance equal to (1 — 7;)%g,:{&2, &%) which
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is a severe underestimate of the true posterior vari-
ance V(Y;|y). Again, the bootstrap and Kass-Steffey
methods can be applied to account for the underes-
timation,

If one wishes to view the EB approach in the fre-
quentist framework, a prior distribution on 3 and
g% cannot be entertained. In this case, MSE is a
natural measure of uncertainty and any differences
between the EB and EBLUP approaches disappear
under the normality assumption. It may also be
noted that the EB estimator can be justified without
the normality assumption, similar to the EBLUP,
using the “posterior linearity” property (Ghosh and
Lahiri, 1987; Ericson, 1969).

5.3 HB Approach

In the HB approach, a prior distribution on the
model parameters is specified and the posterior dis-
tribution of the parameters of interest is then ob-
tained. Inferences are based on the posterior distri-
bution; in particular, a parameter of interest is esti-
mated by its posterior mean and its precision is mea-
sured by its posterior variance. The HB approach
is straightforward and clear—cut but computation-
ally intensive, often involving high dimensicnal in-
tegration. Recent advances in computational as-
pects of the HB approach, such as Gibbs sampling
{cf. Gelfand and Smith, 1390) and importance sam-
pling, however, seem to overcome the computational
difficulties to a large extent. If the solution involves
only one or two dimensional integration, it is often
easier to perform direct numerieal integration than
to use Gibbs sampling or any other Monte Carlo
numerical integration methed. Datta and Ghosh
(1981} apply the HB approach to estimation of small
area means, Y, under general mixed linear models,
and also discuss the computational aspects.

We now illustrate the HB approach under our
models (4.4) and (4.6}, assuming noninformative pri-
ors on 3 and the variance components ¢2 and o°,
The HB approach, however, can incorporate prior
information on these parameters through informa-
tive priors.

Under model (4.4}, we first obtain the posterior
distribution of #; given & and o7, by assuming that
A has a uniform distribution over RP to reflect ab-
sence of prior information on 3. Straightforward
calculations show that it is normal with mean equal
to the BLUP estimator b‘?" and variance equal to
M{o?), the MSE of ¥, that is, E(;|8,0%) = 67 and
V(9;]8,02) = MSE (8), Hence, when o2 is assumed
to be known, the HB and BLUP approaches lead to
identical inferences.

To take account of the uncertainty about =2, we
need to calculate the posterior distribution of of

given # under a suitable prior on o2, The posterior
mean and variance of #; are then given by

(5.13) E6|8) = E,5(6%)
and
(5.14)  V(8]8) = Ez[My(o])] + V (0,

where EUE and Vaﬁ respectively denote the expec-
tation and variance with respect to the posterior
distribution of o2 given 8, Numerical evaluation of
(5.13) and (5.14) involves one dimensional integra-
tion. Ghesh (1992) obtains the posterior distribu-
tion, f(c2|@), assuming that ¢? has a uniform dis-
tribution over {0, oc) to reflect the absence of prior
information about o, and that ¢ and 3 are inde-
pendently distributed. It is given by

m _*
Flo2|8) = (oD~ T8 {ij" 2}
1

Z ‘rjxix?
i

exp [ Lo,

whare
T
Qu(®) = (021 [Z 1lZ - (Z ’Yiéixi)

)

We next turn to the nested error regression model
(4.6). We first obtain the posterior distribution of
Y, given v, ¢ and o?, by assuming that 3 has
uniform distribution over RP. Straightforward cal-

culations show that it is normal with mean equal
to the BLUP estimator Y;# and variance equal to
MSE (Y #) = M\;(¢2.0%), that is, E(Y,|y,0%,0%) = ¥ ¥
and V(Y;y,02,0%) = MSE(YF). Hence, when both
a2 and o* are assumed to be known, the HB and
BLUP approaches lead to identical inferences.

To take account of the uncertainty about o7 and
o?, Datta and Chosh (1991} further assume 3, (o2)-!
and (62)7' = (¢)7!'\ to be independently dis-
tributed with (%)~ - gamma ((1/2)es,(1/2)gp) and
{a?)"1% ~ gamma {(1/2¥;,(1/2)g,), where a¢ > 0,
g0z 0 ay >0,g = 0and A =o*/o2. Here gamma
{a, ) denotes the gamma random variable with pdf
f(z) = expl—az)az"~1/1(3), z > 0. Datta and Ghosh
{1991) obtain closed form expressions for E(¥;|y, \)
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and V(Y;|y, A) by showing that f(y*jy, ») is a mul-
tivariate t-distribution. They also derive the pos-
terior distrbution of A given y, but it has a com-
plex structure making it necessary to perform one-
dimensional numerical integration to get EY v
and V(Y|y) using the following relationships:

E(Y;|y) = EA[E(Y:iy, M)
and
V¥ ily) = EAIVT |y, M) + ValET iy, A)l,

where E) and V, respectively denote the expecta-
tion and variance under the posterior distribution
of A given the data y.

Datta and Ghosh (1991) compare the HB, EB and
EBLIJP approaches using the data for our exam-
pled4and letting gy =a; = 0005 and gg = g; = 0
to reflect the absence of prior informaticn on o2
and o?. As one might expect, the three estimates
were cloge to each other ag point predictors of smail
area (county) means; the EB estimate was obtained
by replacing A with the method-of-fitting constants
estimate _5. in E(?,-iy, A). The naive variance esti-
mate, V(Y;|y, }) = (s72)* associated with the EB es-
timate E(Y;|y, }), was always found _to be smaller
than the true posterior variance, V(¥;|y) = (sfm)z,

associated with the HB estimate ¥ 75 = E(Y,|y); for
one county, s¥8 was about 10% smaller than s/
Note that the customary naive EB variance esti-
mate, V(¥;ly, 3,562,5%), will lead to much more se-
vere underestimation than V(Y,|y, ) since the lat-
ter takes account of the u.ncertiainty about 8 and

¢®. The estimated MSE, mse (Y#) = (s7')?, associ-

ated with the EBLUP estimate, Y ¥, was found to
be similar to the HB variance estimate. Our exam-
ple in Section 6 also gives similar results. Datta
and Ghosh (1991) have also conducted a simula-
tion study on the frequentist properties of the HB
and EBLUP methods using the Battese, Harter and
Fuller (1988) model. Their findings indicate that the
simulated MSEs for the HB estimator are very close
to theae for the EBLUP estimator while the coverage

probabilities based on ?f"ﬂ +(1.96)s]*® turn out to be

slightly bigger than those based on Y ¥ & (1.96)s7,
both being close to nominal confidence level of 95%.
Hulting and Harville (1991) obtain similar results in
another simulation study using the Battese, Harter
and Fuller (1988) model and varying the variance
ratio o2 /5. However, they find the HB metheod pro-
duces different and more sensible answers than the
EBLUP procedure if the estimate for o2/0® is zero
or close to zero.

The HE approach loocks promising, but we need to
study its robustness te choice of prior distributions
on the model parameters,

5. EXAMPLE

Several of the proposed small area estimators are
now compared on the basis of their squared er-
rors and relative errors from the true small area
means Y;. For this purpose, we first constructed
a sgynthetic population of pairs (y;,x;) resembling
the business population studied by Sirndal and
Hidiroglou (1989) where the census divisions are
small areas, y;; denotes wages and salaries of jth
firm in the ith census division and x; the corre-
sponding gross business income. To generate the
synthetic population, we fitted the nested error re-
gression model (4.6) with xgﬁ = By + Pix; and &, =
xili/ % 10 a real population to estimate §; and 3; and

the variance components o and . The resulting
synthetic model is given by

Yi = —247+ 020xu +U; +ey,
j - 1,___‘N‘-, i= ].,...,??‘.'L1

v A NO,22.14),

ey 1 N(0,0.47xy).

{6.1)

We then used model (6.1) in conjunction with the
population x;-values to generate a synthetic popula-
tion of pairs (y;, ;) with m = 16 small areas. Table
1 reports the small area population sizes, N;, and
the small area means (¥;, X;) for this synthetic pop-
ulation of size N = 114. A simple random sample of
size n = 38 was drawn from the synthetic popula-
tion. The resulting small area sample sizes, n;, and
sample data (y;,x;) are reported in Table 2. Note
that direct estimators cannot be implemented for
areas 1, 4 and 13 since n; = 0 for these areas. We
have, therefore, confined ourselves to the following
indirect estimators valid for all n; > 0:

(1) Ratio-synthetic estimator: ??S = (jr/iﬁi,
where (7, %} are the overall sample means,
{ii) Sample-size dependent estimator:

§PEG=5'E+G'/£)(Y.1—£.'), fw, =W,

;’:(?‘Rm}i' (1 — "‘;;:)?FS, 1fw, < Wi,

where ¥ ™0 iz a “survey regression” estima-
tor, {#;,%;) are the sample means, w; = n;/n
and W; = Ni/N. This estimator corresponds
to the weight (3.6) with 6 = 1 or the weight
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TABLE 1
Small area sizes, N;, and means (¥, X;) for o synthetic population (N = 114)

Area Area

Na. N; X; X Na. ; X ¥
1 1 137.70 24.22 ] 27 97.58 15.56
2 ] 100.84 20.43 10 5 76.04 5.88
3 4 47.72 5.48 il 12 90.15 15.20
4 1 45.64 6.55 12 7 86.24 13.40
5 8 108.53 20.55 13 4 164.28 26.06
6 6 65.68 14.85 14 [ 164.70 22.44
rd B 116.34 21.45 15 13 83.86 940
B 6 92.74 13.40 15 2 134.49 29.49

TABLE 2

Data from a simple random sample drawn from a synthetic population (n = 38, N = 114)

Area . Aren
No. n; =z ¥ij No, n; xjj ;
1 4] -_— —_— 9 10 333.24 47.62
B0.91 5.27
2 3 33,70 5.90 43.65 6.97
47.19 13.22 20.29 —-0.19
75.21 17.44 102.66 15.94
109.34 19.84
3 1 36.43 254 30.56 2.57
127.96 24 .61
4 [ — —_— 190.34 35.41
52.16 2.54
5 1 28.82 361 10 1 45,91 —6.34
11 2 43.03 8.83
3 % 30.60 11.48 180,12 27.31
129.69 2145 12 1 47.39 1.70
13 0 —_ _
ki 4 200.60 46.96 14 3 35.66 —0.80
113.92 16.57 40.23 2.75
74.33 8.66 111.23 10.87
53.00 11.50 15 6 51.61 —3.20
67.46 12.47
8 3 95.43 .76 190.97 2177
35.75 —0.59 35.11 2.82
39.08 21.46 25.09 -5.46
73.51 7.35
16 1 229.32 53.83
{3.7) with 2 = 2. We have not included the op- four estimates along with their average relative er-
timal composite estimator due to difficulties rors
in estimating the optimal weight (3.4). m
(iii) EBLUP (or EB) estimator ¥ ¥ under model ARE = %Z lest. — Y|/ T,
(4.8) with x?},@ = fo+Fx;; and ky; = x;.’z, where i=1
o and o® are estimated by the method of and average squared errors
fitting constants.
- - _HB 1 m
(iv) HB estimator Y und,er model (4.6) as in ASE = 1 Z(est_ LT
(iii), using Datta-Ghosh's diffuse priors with m &

ag=0,g0=0,a2,=0.05and g, = 0.
These values are reported in Table 3. We also cal-
Using the sample data (y;, ;) and the known smail culated the standard error, s, of EBLUP estima-
area population means X; we computed the above tor using (5.9) and the posterior standard deviation



TaBLE 3
Smail aren estimates and their (%) averoge relative errors and average squered roots; standard error (S.E.) of EBLUP and HB

esiimators
5.E.
Ares
No. R; ¥, RS 18] EBLUP HB EBLUP HB
1 0 24,22 19.79 19.79 22.16 22.16 7.40 8.29
2 3 20.43 14 80 19.20 20.47 20,18 220 247
3 1 5.48 6.86 5.34 4.85 4.87 2.62 2.60
4 1] 6.65 6.56 6.56 4.97 4.94 5.40 5.99
5 1 20.55 15.60 15.62 17.98 17.81 3.10 347
& 2 14.85 9.44 14.39 13.99 13.47 2.07 2.40
T 4 21.46 16.72 21.62 2131 21.22 1.59 1.74
8 3 13.40 13.33 11.22 11.44 11.58 1.88 2.00
9 10 15.56 14.02 14,27 13.95 13.98 1.14 1.22
10 1 5.88 10.93 6.27 3.0 3.96 3.08 3.63
11 2 15.20 12.96 13.29 14.66 14.44 2.61 2.57
12 1 13.40 1211 11.17 997 10.17 3.14 3.14
13 0 26.06 2361 23.61 27.13 27.13 5.62 6.13
14 3 22,44 23.67 18,98 24.05 24.22 3.10 3.48
i5 6 9.40 12.05 1.40 B8.24 8.43 1.32 150
15 1 29.49 19.33 40.20 30.31 30.24 2.58 2.87
Av. Rel. Error%: 17.85 12.40 11.74 11.23
Av. 8q. Error: 22.10 12.38 284 2.69

RS=rntio synthetic estimator; SD=sample-size dependent estimator; ERLUP=EBLUP or EB estimator; HB=HB estimator.

{standard error), sfm, of HB estimator using one-
dimensional numerical integration. These values
are also reported in Table 3.

The following ohservations on the relative perfor-
mances of small area estimates may be drawn from
Table 3: (1) EBLUP and HB estimators give simi-
lar values over small areas, and their average rel-
ative errors (%) are 11.74 and 11.23 and squared
errors are 2.84 and 2.69 respectively. Asymptoti-
cally {as m — co), the two estimators are identical,
and the observed differences are due to moderate
m(= 16) and the method of estimating ¢2 and o2
{REML or ML would give slightly different EBLUP
values). (2) Standard error values for EBLUP and
HB estimators are also similar. This is in agree-
ment with the empirical results of Datta and Ghosh
(1991) and Hulting and Harville (1981). (3) Un-
der the criterion of average squared error, EBLUP
and HB estimators perform much better than the
ratio-synthetic and sample-size dependent estima-
tors: 2.84 for EBLUP vs. 12.38 for sample-size de-
pendent (8D) and 22.10 for ratio-synthetic (RS). (4)
Under the criterion of average relative error (%),
however, EBLUP and HB estimates are not much
better than the sample-size dependent estimator:
11.74 for EBLUP versus 12.40 for SD. However, both
perform much better than the ratio-synthetic esti-
mator with % ARE = 17.85.

It may be noted that EBLUP, EB and HB estima-
tors are optimal under squared error loss and cease

to be so under relative error loss. This is due to the
fact that the Bayes estimators under relative error
loss can often differ quite sigmificantly from those
under squared error loss. This nonoptimality car-
ries over to EBLUP estimator which usually mim-
ics closely the Bayes estimators. The above obser-
vations could perhaps explain why in our example
the Bayes and EBLUP estimator did not improve
significantly over the SD estimator under relative
erTor,

All in all, our results in Table 3 clearly demon-
strate the advantages of using the EBLUP or HB
estimator and associated standard error when the
assumed random effects model fits the data well.
{Note that we simulated the data from an assumed
model.) It is important, therefore, to examine the
apiness of the assumed model using suitable diag-
nostic tools; Section 7.1 gives a brief account of di-
agnostics for models (4.4) and (4.6).

7. SPECIAL .PROBLEMS

In this section we focus on special problems that
may be encountered in implementing model-based
methods for small area estimation. We also discuss
some extensions of our basie models (4.4) and (4.6).

7.1 Model Diagnostics

Model-based methods rely on careful checking of
the assumed models in order to find suitable models
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that fit the data well. Model diagnostics, therefore,
play an important role. However, the literature on
diagnostics for mixed linear models involving ran-
dom effects i3 not extensive, unlike standard regres-
sion diagnostics. Only recently have some useful
diagnostic tools been proposed. See, for example,
Battese, Harter and Fuller (1988); Beckman, Nacht-
sheim and Cook (1987}; Calvin and Sedransk (1991},
Christensen, Pearson and Johnson (1992); Cressie
(1992); Dempster and Ryan (1985) and Lange and
Ryan (1989).

We first consider the Fay-Herriot type model (4.4),
where only area-specific covariates are used. When
the model is correct, the standardized residuals
ro= (&fzf + ) g x?ﬁ), i=1,...,m are
approximately iid N(0,1) for large m where A is
the BLUE estimator (5.2) with o2 replaced by &2.
We can, therefore, use a ¢ - ¢ plot of r; against
#~YF_.(r,)], where &(r) and F,,(r) are the standard
normal and empirical cdfs, respectively. A primary
goal of this plot is to check the normality of the
random effects v; since the sampling errors ¢; are
approximately normal due to the central limit the-
orem effect. Dempster and Ryan (1985) note that
the above g — g plot may be inefficient for this pur-
pose since it gives egual weight to each observa-
tion, even though the f;s differ in the amount of
information contained about the v;5. They propose
a weighted ¢ — ¢ plot which uses a weighted em-
pirical cdf F;(r) = ZI(r — r )W, /E;W,; in place of
Falr), where I(t) = 1 for £ > 0 and 0 otherwise, and
W; = (52 +2;7 %)~ in our case. This plot is more
sensitive to departures from normality than the un-
weighed plot since it assigns greater weight to those
observations for which 42 account for a larger part
of the total variance &2 +z; %y;.

We next turn to the nested errors regression
model (4.6), where the y;'s are correlated for each
i. In this case, the transformed residuals ry =
kit (vy—AFw -5t (X;j—%:%y,)7 B are approximately
uncorrelated with egual variances o?. Therefore,
traditional regression diagnostics may be applied to
the rys, but the transformation can mask the effect
of individual errors e;;. On the other hand, stan-
dardized BLUP residuals & '(y; — x7,3 —~ 0;)/ may
be used to study the effect of individual units (i}
on the model, provided they are not strongly corre-
tated. Lange and Ryan (1989) propose methods for
checking the normality assumption on the random
effects v; using the BLUP estimates ;.

Christensen, Pearson and Johnson (1992) develop
case-deletion diagnosties for detecting influential
observations in mixed linear models. Their meth-
ods can be apphed to model (4.6) as well as to more
complex small area models.

7.2 Constrained Estimation

Direct survey estimates are ofien adequate at an
aggregate (or large area) level in terms of precision.
For example, Battese, Harter and Fuller (1988), in
their application, find that the direct regression es-
timator of the mean crop area for the 12 counties
together has adequate precision. It is, therefore,
sometimes desirable to modify the individual small
area estimators so that a properly weighted sum of
these estimators equals the model-free, direct esti-
mator at the aggregate level. The modified estima-
tors will be somewhat less efficient than the origi-
nal, optimal estimators, but they avoid possible ag-
gregation bias by ensuring consistency with the di-
rect estimator. One simple way to achieve consis-
tency is to make a ratio adjustment, for example,
the EBLUP estimator Y¥ of a total ¥; is modified to

(7.1) YH (mod) = (}“’H /2?{*) ¥,

where Y is a direct estimator of the aggregate
population total ¥ = LY;. Battese, Harter and
Fuller (1988) and Pfeffermann and Barnard {1991)
prepose alternative estimators involving estimated
variznces and covariances of the optimal estimators
o

The previcus sections focused on simultaneous es-
timation of small area means or totals, but in some
applications the main objective is to produce an en-
semble of parameter estimates whose histogram is
in some sense close to the histogram of small area
parameters. Spjptvoll and Thomsen (1987), for ex-
ample, were interested in finding how 100 munic-
ipalities in Norway were distributed according to
proportion of persons not in the labor force. They
propose constrained EB estimators whose varation
matched the variation of the small area population
means. By comparing with the actual distribution
in their example, they show that the EB estimators
are biased toward the prior mean compared to the
constrained EB estimators. Constrained estimators
reduce shrinking towards the synthetic component;
for example, in (5.1} the weight 1 — «;, attached to
the synthetic component, is reduced to 1 _,n_l/ %, Fol-
lowing Lows (1984}, Ghosh (1992) develops a gen-
eral theory of constrained HB estimation. Ghosh
abtains constrained HB estimates by matching the
first two moments of the histogram of the estimates,
and the posterior expectations of the first two mo-
ments of the histogram of the parameters and mini-
mizing, subject to these conditions, the posterior ex-
pectation of the Euclidean distance between the es-
timates and the parameters. Lahiri (1990} obtains
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similar results in the context of small area estima-
tion, assuming “posterior linearity,” thus avoiding
distributional assumptions. Constrained Bayes es-
timates are suitable for subgroup analysis where the
problem is not only to estimate the different compo-
nents of a parameter vector but also to identify the
parameters that are above or below a specified cut-
off peint. It should be noted that synthetic estimates
are inappropriate for this purpose.

The optimal estimators {i.e., EBLUP, EB and HB
estimators) may perform well overall but poorly
for particular small areas that are not consistent
with the assumed model on small area effects. To
avoid this problem, Efron and Morris (1972) and Fay
and Harriot (1979) suggest a straightforward com-
promise that consists of restricting the amount by
which the optimal estimator differs from the direct
estimator by some multiple of the standard error
of the direct estimator. For example, a compromise
estimator corresponding to the HB estimator 5{’3,
under a normal prior on the 8,'s, is given by

g, if & — cyl’® < 67 < b 4oy’
BB = { G, — cy®, if B < B — ey}
ég-i-[.‘u')'-l/z, ifé?s>§;+£'1,bl~1/2,

I
where ¢ > 0 is a suitable chosen constant, say ¢ = 1.
A limitation of the compromise estimators is that no
reliable measures of their precision are available,

7.3 Extensions

Various extensions of the basic models (4.4) and
{(4.6) have been studied in the literature. Due to
space limitation, we can only mention some of these
extensions.

Datta et al. (1992) extend the aggregate-level
maodel (4.4) to the case of correlated sampling errors
with a known covariance matrix and develop HB
and EB eatimators and associated measures of pre-
cision. In their application to adjustment of census
undercount, the sampling covariance matrix is block
diagonal. Cressie (1990a) introduces spatial depen-
dence among the random effects v;, in the context
of adjustment for census undercount. Fay (1987)
and Ghosh, Datta and Fay (1991) extend model
{4.4) to multiple characteristics and perform hier-
archical and empirical multivariate Bayes analysis,
assuming that the sampling covariance matrix of
8;, the vector of direct estimators for ith area, is
known for each i. In their application to estimation
of median income for four-person families by state,
8; = (8;1,8,2)7 with 8;; = population median mcome
of four-person families in state i and f; = § 3 (pop-
ulation median income of three-persen families in

state i) +1 (median income of four-person families
in state £). By taking advantage of the strong corre-
lation between the direct estimators §;; and i, they
were able to obtain improved estimators of ;5.

Many surveys are repeated in time with partial
replacement of the sample elements, for example,
the monthly U.S. Current Population Survey and
the Canadian Labor Force Survey. For such re-
peated surveys considerable gain in efficiency can
be achieved by borrowing strength aeross both small
areas and time. Cronkite (1987) developed re-
gression synthetic estimators using pooled cross-
sectional time series data and applied them to es-
timate substate area employment and unemploy-
ment using the Current Population Survey menthly
survey estimates as dependent variable and counts
from the Unemployment Insurance System and
Census variables as independent variables. Rao and
Yu (1992) propose an extension of model (4.4) to time
series and eross-sectional data. Their model is of the
form

(7.2) Bp=8yp+ey, t=1,....T,
(7.3) By = X, 8 + v; + Uy, i=1,....m

where 8, is the direct estimator for small area i at
time ¢, the ey’s are sampling errors with a known
block diaponal covariance matrix ¥ = block diag
{(¥y,...,%,), x; is a vector of covariates and v; i
N{0,¢2). Further, the uy's are assumed to follow
a first order autoregressive process for each i, i.e.,
Ly = pUb; p—1 +€j, ip] < 1 with €t N N(O ‘72) ThEy ob-
tain the EBLUP and HB estimators and their stan-
dard errors under (7.2) and (7.3).

Models of the form {(7.3) have been extensively
used in the econometric literature, ignoring sam-
pling errors (see, e.g., Anderson and Hsiao, 1981;
Judge, 1985, Chapter 13). Choudhry and Rao (1988)
treat the composite error wy = e; + u;, as a first or-
der autoregressive process and obtain the EBLUP
estimator of x73 +v;. A drawback of their method
is that the area by time specific effect u;, is ignored
in modelling the 8;'s.

Pfeffermann and Burck (1990) investigate more
general models on the 8;s, but they assume mod-
eling ‘of sampling errors across time. They obtain
EBLUP estimators of small area means using the
Kalman filter. Singh and Mantel (1981) consider
arbitrary covariance structures on sampling errors
and propode recursive composite estimators using
the Kalman filter. These estimators are not opti-
mal but appear to be quite efficient relative to the
corresponding EBLUP estimators.
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Turning to extension of the nested error regres-
sion maodel (4.6), Fuller and Harter (1987) propose
a multivariate nested error regression model and
obtain EBLUP estimators and associated standard
errors. Stukel (1991) studies two-fold nested error
regression models, and obtains EBLUP estimators
and associated standard errors. Such models are
appropriate for two-stage sampling within small ar-
eas. Kleffe and Rao (1992) extend model (4.6) to
the case of random error variances, af, and obtain
EBLUP estimator and associated standard errors in
the special case of x; = 1.

MacGibbon and Tomberlin (1989) and Malec, Se-
dransk and Tompkins (1991} study logistic regres-
sion models with random area-specific effects. Such
models are appropriate for binary response vari-
ables when element-specific covariates are avail-
able. MacGibbon and Tomberlin (1989) obtain EB
estimators of small area proportions and associated
standard errors, but they ignore the uncertainty
abhout the prior parameters. Farrell, MacGibbon
and Tomberlin (1992) apply the bootstrap method of
Laird and Louis (1987) to account for the underesti-
mation of true posterior variance. Malec, Sedransk
and Tompkins (1991) obtain HB estimators and as-
sociated standard errors using Gibbs sampling and
apply their method to data from the U.S. National
Health Interview Survey to produce estimates of
proportions for individual states.

EB and HB methods have also been used for es-
timating regional mortality and disease rates (see,
e.g., Marshall, 1991). In these applications, the ob-
served small area counts, y;, are assumed to be in-
dependent Poisson with conditional mean Ely;|6;) =
n:4;, where 6; and n; respectively denote the true
rate and number exposed in the {th area. Further,
the f;s are assumed to be random with a specified
distribution (e.g., a gamma distribution with un-
known scale and shape parameters). The EB or HB
estimators are shrinkage estimators in the sense
that the crude rate y;/n; is shrunk towards an over-
all regional rate, ignoring the spatial aspect of the
problem. Marshall (1991) proposes “local” shrink-
age estimators obtained by shrinking the crude rate
towards a local neighhourhood rate. Such estima-
tors are practically appealing and further work on
their statistical properties is desirable.

De Souza (1992) studies joint mortality rates of
two cancer sites over several peographical areas
and obtains asymptotic approximations to posterior
means and variances using the general first order
approximations given by Kass and Steffey (1989).
The bivariate model leads to improved estimators
for each site compared to the estimators based on
univariate models.

8. CONCLUSION

In this article, we have used the term “small area
to denate any local geographical area that is small or
to describe any small subgroup of a population such
ag a gpecific age-sex-race group of people within a
large geographical area. Sample sizes for small ar-
eas are typically small because the overall sample
size in a survey is usually determined to provide de-
sired accuracy at a much higher level of aggregation.
As a result, the usual direct estimators of a small
area mean are unlikely to give acceptable reliahil-
ity; and it becomes necessary to “borrow strength”
from related areas to find more accurate estimators
for a given area or, simultaneously, for several ar-
eas. Considerable attention has been given to such
indirect estimators in recent years.

We have attempted to provide an appraisal of in-
direct estimation covering hoth traditional design-
hased methods and newer model-based approaches
to small area estimation. Traditional methods cov-
ered here include demographic techniques for lo-
cal estimation of population and other cheracteris-
tics of interest in post-censal years, and synthetic
and sample size dependent estimation. Model-based
methods studied here include EBLUP, EB and HB
estimation. Two types of basic small area models
that include random area-specific offects are used
to describe these methods. In the first type of mod-
els, only area-specific auxiliary data are available
for the population elements while in the second type
element-specific auxiliary data are available for the
population elements.

We have emphasized the importance of obtaining
accurate measures of uncertainty associated with
the model-based estimators. To this end, an approx-
imately unbiased estimator of MSE of the EBLUP
estimator is given as well as two methods of approx-
1mating the true posterior variance, irrespective of
the form of the prior distribution on the model pa-
rameters. The latter approximations may be used
as measures of uncertainty associated with the EB
estimator. In the HB approach, a prior distribution
on the model parameters is specified and the result-
ing posterior variance is used as a measure of uncer-
tainty associated with the HB estimator (posterior
mean). We have also mentioned several applications
of the model-based methods.

We have also considered special probiems that
may he encountered in implementing model-based
methods for smail area estimation; in particu-
lar, model diagnostics for small area models, con-
strained estimation, “local” shrinkage, spatial mod-
elling and borrowing strength across both small ar-
eas and time. We anticipate quite a bit of future
research on these topics.

Caution should be exercised in using or recom-

n
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mending indirect estimators since they are based
on implicit or explicit models that connect the small
areas, unlike the direct estimators. As noted by
Schaible (1992): “Indirect estimators should be con-
sidered when better alternatives are not available,
but only with appropriate caution and in conjunc-
tion with substantial research and evaluation ef-
forts. Both producers and users must not forget
that, even after such efforts, indirect estimates may
not be adequate for the intended purpose.” (Also see
Kalton, 1987.)

Finally, we should emphasize the need for devel-
oping an overall program that covers issues relating
to sample design and data evolvement, organization
and dissemination, in addition to those pertaining
to methods of estimation for small areas,

APPENDIX
Variances and Covariance of 42 and 52
Let 4% and &° be the estimators of o2 and o2 ob-
tained from the method of fitting constants. Then
V(e? = 27 0*
VG 2 2072 v Y — p ~ i — po®
+ n,,.a;’ + 21],020'3]
with
o 2z =T A~1c
Ty = wa- (1 — wi E, Aj x‘w)
2
+tr(A7 Y wiz,el)
and
cov (62,62) 2 —2n7 "7 (n — p — 11)ot.

(See Stukel, 1991.)
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